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Abstract: We propose a novel approach for characterising the electron spectrum of disordered
crystals constructed from a Hamiltonian of electrons as well as phonons and a diagram approach
for Green’s function. The system’s electronic states were modelled by means of the multi-band,
tight-binding approach. The system’s Hamiltonian is described based on the electron wave functions
at the field of the atom nucleus. Our novel approach incorporates the long-range Coulomb interplay
of electrons located in different lattice positions. Explicit interpretations of Green’s functions are
derived using a diagram method. Equations are obtained for the vertex components for the mass
operators of the electron–electron as well aselectron–phonon interplays. A system of equations for
the spectrum of elementary excitations in the crystal is obtained, in which the vertex components
for the mass operators of electron–electron as well as electron–phonon interplays are renormalised.
Thismakes it possible to perform numerical computationsfor the system’s energy spectrum with
a predetermined accuracy. In contrast to other approaches in which electron correlations are only
taken into account in the limiting cases of an infinitely large and infinitesimal electron density, in this
method, electron correlations are described in the general case of an arbitrary density. We obtained
the cluster expansion of the density of states (DOS) of the disordered systems. We demonstrate that
the addition of the electron-scattering mechanismsto the clusters is decreasing. This happens due to a
growing number of positions in the cluster, which hang ontothe small parameter. The computing
exactness is fixed by a small parameter for cluster expansion of Green’s functions of electrons as well
as phonons.

Keywords: new theory; electron correlation; electron spectrum; Hamiltonian of electrons; thermody-
namic potential

1. Introduction

Breakthroughs in characterising the disordered systems are firmly connected with
the evolution of the pseudopotential method [1]. The identical complication relates to
apseudopotential method [1]. Due to a limited description of the pseudopotential, the
difficulty of pseudopotential transferability remains. It is impossible to make use of the
nuclear potentials set through the possessions of some systems in order to characterise
another system. A fundamental breakthrough was accomplished duringthe research of the
electronic structure, as well as properties of the system due to the application of the ultra-
soft pseudopotentials developed by Vanderbilt [2,3] as well as the projector augmented
waves theory developed by Blochl [4,5]. The previously mentioned theory was extended
due to an application of the generalised gradient approximation (GGA) in the density
functional theory (DFT) of the many-electron structures, refined in the papers [6–10]. In

Crystals 2022, 12, 237. https://doi.org/10.3390/cryst12020237 https://www.mdpi.com/journal/crystals

https://doi.org/10.3390/cryst12020237
https://doi.org/10.3390/cryst12020237
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/crystals
https://www.mdpi.com
https://orcid.org/0000-0002-0674-5826
https://orcid.org/0000-0002-8772-257X
https://doi.org/10.3390/cryst12020237
https://www.mdpi.com/journal/crystals
https://www.mdpi.com/article/10.3390/cryst12020237?type=check_update&version=3


Crystals 2022, 12, 237 2 of 17

the augmented projector waves method, a wave function of valence states for the electron
orbital (all-electron) is manifested due to the transformation via the pseudo orbital. The
pseudo orbital expands into the pseudo fractional waves in the augment region. The
all-electron orbital in the identical region is increased in size using the identical coefficients
via partial waves, expressed by the Kohn–Sham equation. The term for the pseudo-
Hamiltonian that we possess, in the equation with the pseudo wave function, is obtained
by reducing the entire energy functional. From the previously mentioned equation, we can
obtain the electron energetic spectrum wave functions as well as the value of the complete
energy functional. The application of the method is very detailed, as described in [10] for
the crystal electronic structure computed by means of the VASP computer codewell-known
worldwide. By means of the cluster method’s calculations, as well as the GAUSSIAN
computer code, this method may be applied for the explanation of the electronic structure
of molecules.

It is worth noting that in [11–19], recently straightforward productive computation
approaches of the electronic structure, as well as properties of large molecules, have been
suggested. The proposed approach is to build on the tight-binding representation and
functional density theory, which incorporates long-range Coulomb interplay of electrons
at different crystal lattice sites. Introduced approaches [6–19] are employed solely for the
interpretation of pristine-ordered crystals and molecules. Effects related tothe electronic
localised states, as well as lattice vibrations, happen at disordered crystals. These effects
cannot be characterised using the model for a perfect crystal. On this subject, other methods
are also developing.

Crucial accomplishments in illustration of the effects of the disordered systems are
connected with the implementation of the tight-binding model for multi-electron scattering,
which includes an estimation of the coherent potential. Beginning out of Slater’s and
Koster’s contributions [20,21], the tight-binding model was widely used in electronic struc-
ture computations and in the explanation of the ideal crystal characteristics. Computations
for the electronic structure of the alloy are based upon using the self-consistentmethod,
namely the Korringa–Kohn–Rostoker coherent-potential approximations, which are made
in [22–24].

Calculations of the energetic spectrum of disordered crystals in our contribution wer-
erefined by the theory on the basis of the function of Green. Electronic correlations in the
crystal are expressed by means of themulti-band, tight-binding representation. Electron-
scattering actions on the nuclei potentialsof atoms of non-identical types, as well as on
the oscillations of the crystal lattice, are included. Computations of two multiplications
of Green’s functionare derived from the temperature of Green’s functions [25]. It makes
use of a well-acceptedconnectionamong the spectral representation for two multiplications,
as well as the temperature, of the Green’s function [26]. Computation of the temperature
for theGreen’s functions for disordered crystal is formed on diagram technics, homolo-
gous to diagram technics for homogeneous systems [26]. The equation package of two
multiplications of Green’s functions of solids is obtained. Energetic spectrumcomputation
accuracy is based upon re-normalisation of the vertex parts of the electron–electron as well
as electron–phonon mass operators.

2. Hamiltonian of an Electron–Phonon System of a Disordered Crystal

The disordered system’s Hamiltonian (disordered semiconductor or alloy)contains the
Hamiltonian of electrons at the outer nucleus field, the Hamiltonian of electron–electron
interplay, and the Hamilton of the nucleus, as well as the Hamiltonian of electron–nucleus
interchange. The movement of an ion subsystem lessens to nucleus oscillations nearby
thebalance position under the influence of the nucleus interplay force, as well as their
indirect interplay via electrons. Using the Wannier representation, we can describe the
system’sHamiltonian as follows [25]:

H = H0 + Hint (1)
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Consequently, the zero-order Hamiltonian is defined as:

H0 = H(0)
e + H(0)

ph (2)

Itcomprisesthe electron’s Hamiltonian inside the field of atom cores of the perfectl-
yarranged crystal:

H(0)
e = ∑

niγ
n′i′γ′

h(0)niγ,n′i′γ′ a
+
niγan′i′γ′ (3)

Additionally, it comprises the phonon harmonic Hamiltonian of the movement for
thecores of atoms in the ideally arranged crystal:

H(0)
ph = ∑

niα

P2
niα

2Mi
+

1
2 ∑

niα
n′i′α′

Φ(0)
niα,n′i′α′uniαun′i′α′ (4)

In this place, cores of the atoms are placed in the periodic lattice (namely, the un-
perturbed structure is periodically arranged, and it is without disorder). The character n
indicates the unit cell, i indicates the ith basis vector in the nth unit cell, and γ indicates
another quantum number for the orbital, inclusive of spin. Disorder will be introduced-
for the sort of core at the specific lattice area, whichdoes not needto be periodic through
theperturbed Hamiltonian term (view below). The character h(0) symbolises the “hopping
integral” that links the relevant orbitals. For the phonon Hamiltonian, n and i are the same
variables as previously, that is, the unit cell and basis site inside the unit cell. At the same
time, α is the spatial direction (x, y, or z). Namely, Pniα describes the core momentum, Mi
describes themass of the core, uniα describes the variation of the core from the balance
position of the lattice site, and Φ(0)

niα,n′i′α′ describes the consonant springconstant matrix.
The interplay Hamiltonian in Equation (1) is the disturbance of the system caused by all,
includingby our effects. It contains six parts:

Hint = δΦ + Hec + Heph + Hee + Hphc + Hphph (5)

δΦ is the adjustment of the core–core Coulomb interplay caused by the addition to the
system’s disordered atoms; it is the distinction betweenthe initial core–core repugnance
Hamiltonian and the new Hamiltonian. The electronic Hamiltonian is altered by the term

Hec = ∑
niγ

n′i′γ′

wniγ,n′i′γ′ a
+
niγan′i′γ′ (6)

This term is the difference betweenthe new hopping Hamiltonian as well as the
original periodic Hamiltonian. The electron–phonon interaction is described by the
following equation:

Heph = ∑
niγ

n′i′γ′

v′niγ,n′i′γ′ a
+
niγan′i′γ′ (7)
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A more detailed description is underneath. The Coulomb interaction Hamiltonian
among electrons is described by the following expression:

Hee =
1
2 ∑

n1, n2,
n3, n4

v(2)n1,n2
n3,n4 a+n1

a+n2
an3 an4 ,

n = (niγ).

(8)

The adjustment of the interplay of the phonons with thecores generated by the disor-
dering of the atoms is described by the following expression:

Hphc =
1
2 ∑

niα
n′i′α′

∆M−1
niα,n′i′α′PniαPn′i′α′+

+ 1
2 ∑

niα
n′i′α′

∆Φniα,n′i′α′uniαun′i′α′ ,
(9)

where

∆M−1
niα,n′i′α′ =

(
1

Mni′
− 1

Mi

)
δnn′δii′δαα′ (10)

∆Φniα,n′i′α′ = Φniα,n′i′α′ −Φ(0)
niα,n′i′α′ and Mni, Mi are the atomic masses at the site

(ni) for disordered alloys as well as for the ordered alloys.
The cubic anharmonic potential expressions are also included for the phonons. We

assume that phonons stand small and they can be handled perturbatively through

Hphph = 1
3! ∑

niα
n′i′α′

n′′ i′′α′′

Φ(0)
niα,n′i′α′ ,n′′ i′′α′′ uniα×

×un′i′α′un′′ i′′α′′ .

(11)

The operators a+niγ, aniγ produce and dismantle electrons in the state described by
Vane’s function.

φniγ(ξ) = 〈ξ|niγ 〉, where ξ = (r,σ′) is the spatial as well as the z-component of the
wave function of the spin coordinates. To build up the Wannier functions, we employ
analytical interpretations for the wave functions of an electron in the field of atomic nuclei
of kind λ, restricted in the lattice sites (ni) for an ideally arranged crystal:

ψniδ(r− rni) = Rε̃l(|r− rni|)Ylm( ˆr− rni),
Ylm( ˆr− rni) = Ylm(θ,ϕ),

(12)

where θ,ϕ are the spherical angular coordinates for the vector r−rni.
Here, δ = ε̃lm is a superindex that includes the quantum numbers for the basis energy

eigenvalue ε̃, the normal angular momentum quantum numbers l and m, r is the electron
location vector, and rni is the location vector for the atom at place (ni) in balance.

rni = rn + ρi,
rn = ∑

ν
lνaν, (13)

rn is the location vector of the junction n of the crystal lattice, ρi is the vector of the
respective location of the junction of the sublattice i at the unit cell n. Vectors ρi are labelled
as fundamental relocation vectors of the crystal lattice, the character of which is decided
by the dimension of the crystal. The coordinates lν of the radius vector rn of the crystal
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lattice junction are integers. The number ν takes on values ν = 1, 2, 3 for three-dimensional
crystals, ν = 1, 2 for two-dimensional crystals, and ν = 1 for one-dimensional crystals. The
basis orthogonalisation is carried out by means of the Lowdin approach [27]:∣∣∣ψ̃niδ

〉
= S−1/2|ψniδ〉,Sniδ,n′i′δ′ = 〈ψniδ|ψn′i′δ′〉 (14)

where Sniδ,n′i′δ′ is the overlap of the integral matrix. Vanefunctions φniγ(r,σ′), where the
system’s Hamiltonian is described by Equation (1), are obtained from the
following equation:

φniγ
(
r,σ′

)
= ψ̃niδ(r− rni)χσ

(
σ′
)

(15)

where χσ(σ′)—are the spin part of the wave function, γ = δσ.
The orthogonalised wave function may be written as follows:

ψ̃n1i1δ1
(r1, θ1,ϕ1) = ∑

n2,i2δ2

S−
1
2

n2i2δ2,n1i1δ1
Rε̃2l2(r2)Yl2m2(θ2,ϕ2). (16)

In Expression (16):

r1 = r− rn1i1 , r2 = r− rn2i2 = r1 − rn2i2n1i1 ,

r2 =

((
x1 − x1

n2i2n1i1

)2
+
(

x2 − x2
n2i2n1i1

)2
+
(

x3 − x3
n2i2n1i1

)2
) 1

2
,

x1 = r1 sin θ1 cosϕ1, x2 = r1 sin θ1 sinϕ1, x3 = r1 cos θ1,
xαn2i2n1i1

= ∑
ν

(
l(2)ν − l(1)ν

)
aαν + ραi2 − ρ

α
i1

,

(17)

cos θ2 =
r1 cos θ1 − x3

n2i2n1i1
r2

, (18)

ϕ2 = arccos
r1 sin θ1 cosϕ1 − x1

n2i2n1i1

r2(1− cos2 θ2)
1
2

. (19)

Summation over n2i2 in Expression (16) means summation over rn2i2 , in accordance
with Formula (13).

The overlap matrix Sniδ,n′i′δ
′ is defined by the following equation:

Sn1i1δ1,n2i2δ2 =t
Rε̃1l1(r1)Y∗l1m1

(θ1,ϕ1)Rε̃2l2(r2)Yl2m2(θ2,ϕ2)r2
1 sin θ1dr1dθ1dϕ1

(20)

where r2, θ2,ϕ2 are expressed through r1, θ1,ϕ1 in accordance with Formulas (17)–(19).
The procedure for calculating the matrix elements of the Hamiltonian (1), based on

the use of Formulas (17)–(19), is described in Refs. [28,29].

3. The Electron and Phonon Green’s Functions

We use Green’s function formalism for our numerical computations. Ultimately,
we should have the real-time retarded GAB

r (t, t′) as well as advanced GAB
a (t, t′) Green’s

functions. These are defined by the following equations [25]:

GAB
r (t, t′) = − i

}θ(t− t′) < [Ã(t), B̃(t′)] > (21)

GAB
a (t, t′) = i

}θ(t
′ − t) < [Ã(t), B̃(t′)] >.

The operators are written using the Heisenberg representation:

Ã(t) = eiH t/}A e−iH t/} (22)
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where } is Planck’s constant, H = H − µeNe, µe is the chemical potential of the electronic
subsystem, and Ne is the electron number operator given by

Ne = ∑
niγ

a+niγaniγ (23)

It is well-known that a commutator or anticommutator is described through

[A, B] = AB∓ BA (24)

In this expression, a commutator is employed for the Bose operators (−), whereas the
anticommutator is employed for Fermi operators (+). Here, a symbol θ(t) is Heaviside’s unit
step function. Here, the angle brackets 〈. . .〉 describe the thermal averaging connectedto a
density matrix ρ

< A >= Tr (ρA), ρ = e(Ω−H)/Θ (25)

Here, Ω is a thermodynamic potential for the system described using
exp(Ω/Θ)=Trexp(-H/Θ) and Θ = kbT, with kb as the Boltzmann’s constant, but T defining
a temperature. It is worth noting that although real-time Green’s functions areseemingly
dependent on the two different time moments, due to time-translational invariance for the
equilibrium systems, in reality, this function is only dependent onthe time difference t−t′.

The approach developed by us forcomputing the real-time Green’s functions acts
in accordance with the standard one. Namely, as a starting point, we determined the
thermal Green’s functions (defined below) and analytically developed them to the real-time
by means of the well-knownspectral relations. The thermal Green’s function is written
as follows:

GAB(τ, τ′) = − < Tτ Ã(τ)B̃(τ′) > (26)

In this equation, the imaginary-time operator Ã(τ) is obtained from a real-time Heisen-
berg description using the following substitution t = −i}τ. Consequently,

Ã(τ) = eH τA e−H τ (27)

Furthermore, the time-ordering operator satisfies the following relation:

Tτ Ã(τ)B̃(τ′) = θ(τ− τ′)Ã(τ)B̃(τ′)+
±θ(τ′ − τ)B̃(τ′)Ã(τ)

(28)

In this equation, the plus sign is used for the Bose operators, whereas the minus
sign is used for the Fermi operators. As a next step, we introduced the operator in the
interaction representation

σ(τ) = eH0 τe−H τ (29)

with H = H0 + Hint and H0 = H0 − µeNe. Applying the differentiation for σ(τ) in
Equation (29) regarding the τ and after integrating from 0, and taking into account the
boundary condition σ(0) = 1, we obtain

σ(τ) = Tτ exp

− τ∫
0

Hint(τ′)dτ′

 (30)

where Hint(τ) = eH0 τHint e−H0 τ. Employing this result yields

Ã(τ) = σ−1(τ)A(τ)σ(τ) (31)
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where A(τ) is Heisenberg presentation regarding the non-interacting Hamiltonian. Replac-
ing the obtained results in the descriptionof the thermal Green’s functiongeneratesanother
interaction–presentation form for the Green’s function, specified as follows:

GAB(τ, τ′) = −< TτA(τ)B(τ′)σ(1/Θ) >0

< σ(1/Θ) >0
(32)

In this equation, time dependence regarding the non-interacting Hamiltonian, as well
as the trace over all states regarding the non-interacting states, is as follows:

< A >0= Tr(ρ0 A), ρ0 = e(Ω0−H0)/Θ (33)

The previous equation creates an opening point for the perturbative extension used by
us. This diagrammethod is created by expanding σ(τ) in a power series using the terms
of Hint(τ) and then applying Wick’s theorem in order to estimate the resulting operator
averages [25,26].

Summing up the indicated series, by using the standard relation between the spectral
representations of the temperature and real-time Green’s functions, and performing an
analytical continuation on the real axis, we obtain the following equations for the retarded
Green’s functions [25] (it is worth noting that the dependence from r is subdued):

Gaa+(ε) =
[
ε− H(1)

0 −
(

w + Σeph(ε) + Σee(ε)
)]−1

(34)

Guu(ε) =

[
ω2M(0) −Φ(0) −

(
ε2

}2 ∆M + ∆Φ + Σphe(ε) + Σphph(ε)

)]−1

(35)

GPP(ε) =
ε2

}2 (M(0))
2

Guu(ε), (36)

where
H(1)

0 =
∥∥∥h(0)niγ,n′i′γ′

∥∥∥ (37)

Φ(0) =
∥∥∥Φ(0)

niα,n′i′α′
∥∥∥ (38)

M(0) = ‖Miδnn′δii′δαα′‖ (39)

∆M = ‖(Mi −Mni)δnn′δii′δαα′‖, ε = }ω. (40)

Here, Gaa+(ε), Guu(ε), and GPP(ε) are the real-frequency descriptions for the single-
particle Green’s function ofelectrons, the coordinate–coordinate and momentum–momentum,
as well as the Green’s functions for the phonons.Σeph(ε), Σphe(ε), Σee(ε), and Σphph(ε) are
the corresponding self-energies of the electron–phonon, phonon–electron, electron–electron,
as well as phonon–phonon interactions. The electron Green’s functions are infinite ma-
trices. They have the indices specified by the lattice site n and the basis site i as well as
the other quantum number γ. Likewise, the phonon Green’s functions are also boundless
matrices with the matching lattice as well as basis site dependence, plus a dependence on
the spatial coordinate direction α. The mass operator of Green’s function of electrons for
the electron–phonon interplay Σeph(τ, τ′) is characterised by the diagram in Refs. [28,29].
Straightforwardly, the electron–phonon self-energy becomes

Σeph niγ,n′i′γ′(ε) = − 1
4πi

∞∫
−∞

dε′coth
(
ε′
2Θ
)

Γ(0)n1i1α1
niγ, n3i3γ3

×

×
[

Guu
n1i1α1,n2i2α2

(ε′)− Guu ∗
n1i1α1,n2i2α2

(ε′)
]

Gaa+
n3i3γ3,n4i4γ4

×
×(ε− ε′)Γn2i2α2

n4i4γ4,n′i′γ′ ,

(41)

Γ
(0)n1i1α1
niγ, n3i3γ3

= v′n1i1α1
niγ, n3i3γ3

. (42)
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There, we added repeated indices. Summation is conducted over repeated indices.
Phonon–electron interplay is reported using the diagram in Refs. [28,29].

The mass operator that characterises the electron–electron interplay is described
as follows:

Σphe niα,n′i′α′(ε) =
1

2πi

∞∫
−∞

dε′ f (ε′)Γ (0)niα
n2i2γ2,n1i1γ1

×

×
{[

Gaa+
n1i1γ1,n3i3γ3

(ε+ ε′)− Gaa+∗
n1i1γ1,n3i3γ3

(ε+ ε′)
]
×

×Gaa+∗
n4i4γ4,n2i2γ2

(ε′) + Gaa+
n1i1γ1,n3i3γ3

(ε+ ε′)×
×
[

Gaa+
n4i4γ4,n2i2γ2

(ε′)− Gaa+∗
n4i4γ4,n2i2γ2

(ε′)
]}
×

×Γ n′i′α′
n3i3γ3,n4i4γ4

.

(43)

where f (ε) is the world-well-known Fermi Dirac distribution function.
Diagrams of the mass operator Σee(τ, τ′) that characterise the electron–electroninterplay

are depicted in Refs. [28,29].
The mass operator that characterises the electron–electron interplay is described

as follows:

Σee niγ,n′i′γ′(ε) = Σ(1)
ee niγ,n′i′γ′ + Σ(2)

ee niγ,n′i′γ′(ε) (44)

Σ(1)
ee n,n′ = −

1
2πi

∞∫
−∞

dε′ f (ε′) Γ (0) n2,n1
n, n′

[
Gaa+

n1,n2
(ε′)− Gaa+ ∗

n1,n2
(ε′)

]
(45)

Σ(2)
ee n,n′(ε) =

(
1

2πi

)2 ∞∫
−∞

dε1

∞∫
−∞

dε2 f (ε1) f (ε2)Γ
(0) n,n3
n2,n1 (46)

×
[

Gaa+
n2,n5

(ε− ε1 − ε2)Gaa+∗
n1,n4

(ε1)−

−Gaa+∗
n2,n5

(ε− ε1 − ε2)Gaa+
n1,n4

(ε1)
]
×

×
[

Gaa+
n6,n3

(ε2)− Gaa+ ∗
n6,n3

(ε2)
]

−
[

Gaa+
n2,n5

(ε− ε1 − ε2)− Gaa+ ∗
n2,n5

(ε− ε1 − ε2)
]
×

×
[

Gaa+
n1,n4

(ε1)Gaa+
n6,n3

(ε2)

−Gaa+ ∗
n1,n4

(ε1)Gaa+ ∗
n6,n3

(ε2)
]}

Γ n5,n6
n4, n′,

Γ(0)n,n3
n2,n1 = ṽ(2)n,n3

n2,n1 = v(2)n,n3
n2,n1 − v(2)n,n3

n1,n2 n = niγ (47)

Related outcomes to the addition for the phonon self-energy Σphph(ε), coming out of
the phonon–phonon coupling, arealso described in Ref. [25].

We now obtain equations for the vertex parts of the mass operators of electron–phonon,
phonon–electron, and electron–electron interactions, represented by Equations (41), (43), and (46).
In general, the renormalisation for the apex of the functions entering Equations (41), (43), and (46)
for the mass operators could be carried out employing the diagrams in Refs. [28,29]. Namely,
we have

Γn′i′α′
n3i3γ3,n4i4γ4

= Γ(0)n′i′α′
n3i3γ3,n4i4γ4

− 1
2πi

∞∫
−∞

dε f (ε)Γ(0)n′i′α′
n5i5γ5,n6i6γ6

×
[

Gaa+
n6i6γ6,n7i7γ7

(ε)Gaa+
n8i8γ8,n5i5γ5

(ε)− Gaa+∗
n6i6γ6,n7i7γ7

(ε)Gaa+∗
n8i8γ8,n5i5γ5

(ε)
]

×Γ(0)n9i9α9
n7i7γ7,n8i8γ8

Guu
n9i9α9,n10i10α10

(0)Γn10i10α10
n3i3γ3,n4i4γ4

(48)
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and

Γ n5,n6
n4, n′ = Γ(0) n5,n6

n4, n′ − 1
2πi

∞∫
−∞

dε f (ε)Γ(0) n5,n7
n4, n8

×
[

Gaa+
n7,n9

(ε)Gaa+∗
n8,n10

(ε)− Gaa+∗
n7,n9

(ε)Gaa+
n8,n10

(ε)
]

×Γ n9,n6
n10, n′, n = niγ.

(49)

Summation is implied over repeated indices in Expressions (48) and (49).
The Fermi level εF ≡ µe for the arrangement is resolved using the following equation:

< Z >=

∞∫
−∞

f (ε) ge(ε) dε (50)

f (ε) =
1

exp(ε−εF
Θ ) + 1

(51)

where < Z > means the mean number of electrons per atom and ge(ε) is the many-body
electronic density of states, which fulfil the relation

ge(ε) = −
1

πνN
Im Tr

〈
Gaa+(ε)

〉
c

(52)

where 〈. . .〉c indicates configurational calibrating of the disorder, N is the amount of the
primitive lattice cells, and ν is the number of atoms by the primitive cell. We let the letter
c fall on the configurational calibrating in order to make our equations more simple. In
Equation (50), variable 〈Z〉 describes the average amount ofelectrons on the atom.

4. Density of Electronic and Phononic States

In Equations (34) and (35), due to the introduction of the mass operator equal to the
sum of the one-site operators as well as by selecting as a zero approximation the effective
medium of Green’s function, the cluster expansion for Green’s functions Gaa+(ε) and
Guu(ε) was performed. The described expansion is the cluster expansion’s generalisation
for Green’s function Gaa+(ε) of the single-particle Hamiltonian. Green’s functions of the
effective environment are defined by the expressions:

G̃aa+(ε) =
[
ε− h(0) − Σ̃eph(ε)− Σ̃ee(ε)− σe(ε)

]−1
(53)

G̃uu(ε) =

[
ε2

}2 M(0) −Φ(0) − Σ̃phe(ε)− σph(ε)

]−1

(54)

Expressions for the operators Σ̃eph(ε),Σ̃phe(ε), and Σ̃ee(ε) are obtained from the ex-
pressions for the mass operators Σeph(ε),Σphe(ε), and Σee(ε) (41)–(47) by replacing the

vertex parts Γ(0)n1i1α1
niγ, n3i3γ3

,Γ(0)n,n3
n2,n1 ,n ≡ niγ by their expressions for ideally ordered crystals

and replacing the Green’s functions Gaa+(ε) and Guu(ε) with the Green’s functions of
the effective medium,G̃aa+(ε) and G̃uu(ε). Expressions for operators σe(ε) and σph(ε) in
Formulas (53) and (54) will be given below.

The Green’s functions in Equations (34) and (35) persuade the Dyson equation, which
may be written in terms of the T-matrix through

G(ε) = G̃(ε) + G̃(ε) T(ε) G̃(ε) (55)

in this expression, the T-matrix is characterised by a series, where each termexpresses the
scattering of clusters with different numbers of nodes schematically described as follows:

T = ∑
(n1i1)

tn1i1 + ∑
(n1i1) 6=(n2i2)

T(2) n1i1,n2i2 + . . . (56)
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Here, we have

T(2) n1i1,n2i2 =
[

I − tn1i1 G̃tn2i2 G̃
]−1

tn1i1 G̃tn2i2
[

I + G̃tn1i1
]

(57)

where tn1i1 is the on-site scattering operator, which is described as follows:

tn1i1 =
[

I − (Σn1i1 − σn1i1)G̃
]−1

(Σn1i1 − σn1i1) (58)

The self-energy employed in Equation (34), Σn1i1
e (ε), satisfies

w + Σeph(ε) + Σee(ε)− Σ̃eph(ε)− Σ̃ee(ε) = ∑
(n1i1)

Σn1i1
e (ε) (59)

For the electrons. For the phonons, we have

ε2

}2 ∆M + ∆Φ + Σphe(ε) + Σphph(ε)−
−Σ̃phe(ε)− Σ̃phph(ε) = ∑

(n1i1)
Σn1i1

ph (ε) (60)

Using Equations (34) and (59),we obtain the expression for the intrinsic energy part
Σλn1i1

eniγ,n′i′γ′(ε), which describes the scattering of electrons:

Σλmλini
en1i1γ1,n2i2γ2

(ε) = wλni
n1i1γ1,n2i2γ2

+

+ ∑
n3i3γ3
n4i4γ4

ṽ(2)n1i1γ1,n4i4γ4
n3i3γ3,n2i2γ2

(
Zλmλini

n3i3γ3,n4i4γ4
− Z̃λmλini

n3i3γ3,n4i4γ4

)
(61)

where

Zλmλini
n3i3γ3,n4i4γ4

= − 1
π

∞∫
−∞

f (ε, εF) Im
〈

Gaa+
n3i3γ3,n4i4γ4

(ε)
〉∣∣∣

(ni)∈λmλi
dε (62)

The value of Z̃λmλini
n3i3γ3,n4i4γ4

in Equation (61) is obtained from Equation (62) via replacing
of the fullGreen’s function via the effective medium Green’s function. The matrix diagonal
elements Zλmλini

n3i3γ3,n4i4γ4
in Equation (62) are similar to the occupation numbers for the electron

states Z λmλi
niδσ (see Refs. [28,29]).

Using Equations (35) and (60),we obtain the expression for the intrinsic energy part
Σλn1i1

phniα,n′i′α′(ε), which describes the scattering of phonons:

Σλn1i1
phniα,n′i′α′(ε) =

ε2

}2 (Mi1 −Mλ)δnn′δii′δαα′ (63)

It should be noted that, in the infinite crystal limit, on the right-hand side of
Equations (61) and (63), the terms inversely proportional to the number of lattice sites are
neglected. We require the fulfilment of the condition〈

t0i1
〉
= 0 (64)

from which follows the system of coupled equations for the operator in Formulas (53) and (54)

σ
0i1
e (ε) =

〈
[1− (Σ0i1

e (ε)− σ0i1
e (ε))G̃aa+(ε)]

−1
〉−1
×

×
〈
[1− (Σ0i1

e (ε)− σ0i1
e (ε))G̃aa+(ε)]

−1
Σ0i1

e (ε)

〉 (65)
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σ
0i1
ph (ε) =

〈
[1− (Σ0i1

ph (ε)− σ
0i1
ph (ε))G̃

uu(ε)]
−1
〉−1
×

×
〈
[1− (Σ0i1

ph (ε)− σ
0i1
ph (ε))G̃

uu(ε)]
−1

Σ0i1
ph (ε)

〉 (66)

The matrix elements for Green’s function for the electron subsystem of the effective
medium can be effectively computed by means of Fourier transformation:

G̃aa+
niγ,n′i′γ′(ε) =

1
N ∑

k
G̃aa+

iγ,i′γ′(k, ε)eik(rni−rn′i′), (67)

G̃aa+(k, ε) =
(
ε− H̃(k, ε)

)−1
, (68)

where
H̃(k, ε) = h(0)(k) + Σ̃eph(k, ε) + Σ̃ee(k, ε) + σe(k, ε) (69)

N is the number of primitive unit cells. We performed an equal course of action for
the effective medium-phonon Green’s function, which satisfies

G̃uu
niα,n′i′α′(ε) =

1
N ∑

k
G̃uu

iα,i′α′(k, ε)eik(rni−rn′i′), (70)

G̃uu(k, ε) =
(
ε2

}2 M(0) − Φ̃(k, ε)
)−1

, (71)

There, we have

Φ̃(k, ε) = Φ(0)(k) + Σ̃phe(k, ε) + Σ̃phph(k, ε) + σph(ε) (72)

M(0)
iα,i′α′ = Miδii′δαα′ (73)

It is worth noticing that the wave vector k fluctuates inside the first Brillouin zone.
The Fourier transform for a mass operator of the electron–phonon interplay has the
following form:

Σ̃eph iγ,i′γ′(k, ε) = − 1
4πi

1
N

∞∫
−∞

dε1coth
( ε1

2Θ
)

×∑
k1

Γ(0)i1α1
iγ, i3γ3

(−k, k− k1)
[

G̃uu
i1α1,i2α2

(k1ε1)− G̃uu ∗
i1α1,i2α2

(k1ε1)
]

×G̃aa+
i3γ3,i4γ4

(k− k1, ε− ε1)Γ̃
i2α2
i4γ4,i′γ′(−k + k1, k).

(74)

The Fourier transform of the phonon–electron interaction mass operator is:

Σ̃phe niα,n′i′α′(k, ε) = 1
2πi

1
N

∞∫
−∞

dε1 f (ε1)∑ Γ (0)iα
i2γ2,i1γ1

(−k1, k + k1)

×
{[

G̃aa+
i1γ1,i3γ3

(k + k1, ε+ ε1)− G̃aa+∗
i1γ1,i3γ3

(k + k1, ε+ ε1)
]

×G̃aa+∗
i4γ4,i2γ2

(k1, ε1) + G̃aa+
i1γ1,i3γ3

(k + k1, ε+ ε1)

×
[

G̃aa+
i4γ4,i2γ2

(k1, ε1)− G̃aa+∗
i4γ4,i2γ2

(k1, ε1)
]}

Γ̃
i′α′
i3γ3,i4γ4

(−k− k1, k1).

(75)
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The vertex parts of the mass operators of the electron–phonon as well as phonon
interplays are determined using the following equation:

Γ̃
ni′α′
i3γ3,i4γ4

(k1, k2) = Γ(0)i′α′
i3γ3,i4γ4

(k1, k2)− 1
2πi

1
N

∞∫
−∞

dε f (ε)

×∑ Γ(0)i′α′
i5γ5,i6γ6

(k1 + k2 − k5, k5)

×
[

G̃aa+
i6γ6,i7γ7

(k5, ε)G̃aa+
i8γ8,i5γ5

(−k1 − k2 + k5ε)

− G̃aa+∗
i6γ6,i7γ7

(k5, ε)G̃aa+∗
i8γ8,i5γ5

(−k1 − k2 + k5ε)
]

×Γ(0)i9α9
i7γ7,i8γ8

(−k5,−k1 − k2 + k5)G̃uu
i9α9,i10α10

(k1 + k2, 0)

×Γ̃
i10α10
i3γ3,i4γ4

(k1, k1 + k2).

(76)

In Expressions (74)–(76)

Γ(0)iα
i1γ1,i2γ2

(k1, k2) =

∑
n1,n2

v′niα
n1i1γ1,n2i2γ2

exp
(
ik1
(
rn1i1 − rni

)
+ ik2

(
rn2i2 − rni

))
. (77)

The Fourier transform for the mass operator of the electron–electron interplay can be
written using the following expression:

Σ̃ee iγ,i′γ′(k, ε) = Σ̃
(1)
ee iγ,i′γ′(k) + Σ̃

(2)
ee iγ,i′γ′(k, ε) (78)

Σ̃
(1)
ee iγ,i′γ′(k) = − 1

2πi
1
N

×
∞∫
−∞

dε1 f (ε1)∑
k1

Γ (0) i2γ2,i1γ1
iγ,i′γ′ (−k,−k1, k1)

×
[

G̃aa+
i1γ1,i2γ2

(k1, ε1)− G̃aa+ ∗
i1γ1,i2γ2

(k1, ε1)
] (79)

Σ̃
(2)
ee iγ,i′γ′(k, ε) =

(
1

2πi

)2 1
N2

∞∫
−∞

dε1

∞∫
−∞

dε2

× f (ε1) f (ε2) ∑
k1,k2

Γ (0) iγ,i3γ3
i2γ2,i1γ1

(−k,−k1 − k2 + k, k1)
(80)

×
{[

Gaa+
i2γ2,i5γ5

(k− k1 − k2, ε− ε1 − ε2)Gaa+∗
i1γ1,i4γ4

(k1, ε1)−

−Gaa+∗
i2γ2,i5γ5

(k− k1 − k2, ε− ε1 − ε2)Gaa+
i1γ1,i4γ4

(k1, ε1)
]

×
[

G̃aa+
i6γ6,i3γ3

(k2, ε2)− G̃aa+∗
i6γ6,i3γ3

(k2, ε2)
]

−
[

G̃aa+
i2γ2,i5γ5

(k− k1 − k2, ε− ε1 − ε2)

−G̃aa+∗
i2γ2,i5γ5

(k− k1 − k2, ε− ε1 − ε2)
]

×
[

G̃aa+
i1γ1,i4γ4

(k1, ε1)G̃aa+
i6γ6,i3γ3

(k2, ε2)

−G̃aa+∗
i1γ1,i4γ4

(k1, ε1)G̃aa+∗
i6γ6,i3γ3

(k2, ε2)
]}

×Γ̃ i5γ5,i6γ6
i4γ4,i′γ′ (k1 + k2 − k,−k2, k1).

The vertex part for the mass operator of electron–electron interplay is determined
using the equation:
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Γ̃
i5γ5,i6γ6
i4γ4,i′γ′ (k1, k2, k3) = Γ (0)i5γ5,i6γ6

i4γ4,i′γ′ (k1, k2, k3)

− 1
2πi

1
N

∞∫
−∞

dε f (ε)∑
k4

Γ(0) i5γ5,i7γ7
i4γ4,i8γ8

(k1, k2, k4)

×
[

G̃aa+
i7γ7,i9γ9

(k4, ε)G̃aa+∗
i8γ8,i10γ10

(−k1 − k2 − k4, ε)

−G̃aa+∗
i7γ7,i9γ9

(k4, ε)G̃aa+
i8γ8,i10γ10

(−k1 − k2 − k4, ε) ]

×Γ̃
i9γ9,i6γ6
i10γ10,i′γ′(k1 + k2 + k4,−k4, k3).

(81)

In Expression (81),

Γ(0)i2γ2,i3γ3
i1γ1,iγ (k1, k2, k3) =

∑
n1,n2,n3

ṽ(2) n1i1γ1,n2i2γ2
n3i3γ3,niγ exp

(
ik1
(
rn1i1 − rni

))
× exp

(
ik2
(
rn2i2 − rni

)
+ ik3

(
rn3i3 − rni

))
.

(82)

Cluster decomposition for the Green’s function of electrons and phonons of disordered
crystal may be derived from Equations (55)–(58). The density of electrons’ and phonons’
states are presented as an infinite series. Here, the procedure of scattering on clusters with
different numbers of atoms are described by each term. It is shown that the contribution
of the scattering procedure to electrons as well as phonons in clusters decreases with the
increasing number of atoms in the cluster by a small parameter.

We have shown previously [25,28,30] that the above-mentioned parameter stays small
when many parameters of the system are changed, except possibly for narrow energy
distance near the band edges.

By abandoning the input of activity of electron scattering at clusters containing three
or even more atoms, which are small using the above-mentioned parameter for the density
of electronic states, it is possible to obtain [28,29]:

ge(ε) =
1
v ∑

i,δ,σ,λ,mλi

Pλmλi
0i gλmλi

0 iδ σ(ε) (83)

gλmλi
0 iδ σ(ε) = −

1
π Im

{
G̃ + G̃ tλmλi0i G̃ + ∑

(l j) 6= (0i)
λ′, mλ′ j

P
λ′mλ′ j/λmλi

l j 0 i

×G̃
[
tλ
′mλ′ j l j + T(2)λmλi 0i,λ′mλ′ j l j

]
G̃
}0iδσ,0iδσ

,

(84)

T(2)λmλi 0i,λ′mλ′ j l j =
[

I − tλmλi 0iG̃tλ
′mλ′ j l jG̃

]−1

×tλmλi 0iG̃tλ
′mλ′ j l j

[
I + G̃tλmλi 0i

] (85)

Likewise, averaging for the phonon Green’s function Guu(ε) produces the phononic
density of states [28,29]

gph(ε) =
1
ν ∑

i,α,λ
Pλ0ig

λ
0iα (ε), (86)

gλ0iα(ε) = −
1
π 2 ε}2 MiIm

{
G̃ + G̃ tλ 0i G̃ + ∑

(l j) 6= (0i)
λ′

Pλ
′/λ

l j 0i

×G̃
[
tλ
′ l j + T(2)λ 0i,λ′ l j

]
G̃
}0iα,0iα

,

(87)

where G̃ = G̃uu(ε).

In Equation (84), P
λ′mλ′ j/λmλi

l j 0 i is the conditional probability to find the atom of type λ′

in the site(lj) containing the magnetic moment mλ’j, on the condition that hesitesin the unit
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cellinorigin (0i) have the atom of λ type with the magnetic moment mλi. tλmλi
ni is the amount

of the matrix constituent for the single-centre operator of scattering for the occasion where
the atom of variety λ is located at site (ni) and has a magnetic moment mλi(seeRefs. [28,29]).
This method for describing electron correlations in crystals is consistent with the approach
described in Refs. [31,32].

For an ideally ordered crystal, the Green’s function in Equation (55) is

G(ε) = limG̃(ε),σ(ε)→ 0, (88)

Where Green’s function G̃(ε) is described using Equations (53) and (54). The energies
of the electrons and phonons of the crystal are determined using the equations of the poles
for the Green’s functions

det
∥∥∥εδii′δγγ′ − H̃iγ,i′γ′(k, ε)

∥∥∥ = 0, (89)

det
∥∥∥∥ ε2

}2 Miδii′δαα′ − Φ̃iα,i′α′(k, ε)
∥∥∥∥ = 0 (90)

where H̃iγ,i′γ′(k, ε),Φ̃iα,i′α′(k, ε) is described by means of Equations (69) and (72).

5. Energy Spectrum of Graphene including Adsorbed Potassium Atoms

To calculate the electron spectrum of graphene with adsorbed potassium atoms, we
chose the wave functions of the 2s and 2p states of neutral non-interacting carbon atoms
asthebasis. In the calculation of matrix elements of the Hamiltonian, we took three first
coordination circles. The energy spectrum for graphene was computed employing the
temperature T = 0 K. In our computations, we disrespect the re-normalisation of vertices
of the mass operator of the electron–electron interplay. We consider the limiting case of
an ordered arrangement of potassium atoms on the surface of graphene. The dependence
of the electron energy on the wave vector is calculated, in this case, on the basis of the
Equation (89) obtained in the work for the poles of Green’s function.

In Figure 1, we exhibit the reliance of the electron energy ε in graphene with adsorbed
potassium atoms on the wave vector k. Thevector k is focused from the Γ-pointto the Dirac
point, namely the K-point.

Figure 1. Cont.
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Figure 1. (a,b) Dependency for electron energy ε at the wave vector k in the graphene containing
potassium impurity.

In Figure 1, the formative periodic separation from the potassium atom to the carbon
atom is equal to 0.28 nm. It is possible to see from Figure 1 that, in the system atisedad-
justment of potassium atoms, the gap at the graphene energy spectrum emerges. Its
numerical valueis dependenton the concentration of adsorbed potassium atoms, their
position in the unit cell, as well as the distance to carbon atoms. We fixed that, at thealike
potassium concentration, that the unit cell contains two carbon atoms and one potassium
atom, where the potassium atom is placed on the graphene surface over a carbon atom
at the separation of 0.286 nm, and the energy gap is equal to 0.25 eV. The position of the
Fermi level at the energy spectrum bank on the potassium concentration is at the energy
distance −0.36 Ry ≤ εF ≤ Ry 0.36 . Such a position occurs if the graphene is put on the
potassium support.

6. Conclusions

Our contribution reveals an original method of characterisingthe electronic spectrum
for thedisarrangedcrystals based on the Hamiltonian of electrons as well as phonons,
and a diagram approach for the Green’s function finding. Electronic states of the system
werecharacterised using a multi-band, tight-binding approach. The Hamiltonian of the
system was described using the wave functions of electrons at the atom nucleus field. The
proposed approach containsa long-range Coulomb interplay of electrons located at different
sites ofthe lattice. Exact formulations for Green’s functions were derived using a diagram
method. A system of equations for the spectrum of elementary excitations in an ideal crystal
was obtained, in which the vertex components of the mass operators of electron–electron
and electron–phonon interplays arerenormalised. Thismakes possible the performance
of numerical computations of the energy spectrum for a system with a predetermined
accuracy. In contrast to other approaches in which electron correlations areonly taken into
account in the limiting cases of an infinitely large and infinitesimal electron density, in
this method, electron correlations are described in the general case of an arbitrary density.
Cluster increase is derived for the density of states of disorganisedsystems. We show
that the addition of the electron scattering process to the clusters is decreasing across the
augmenting number of places in the cluster, which is dependent on a small parameter. The
calculation precision is decided bya small parameter of cluster enlargement of Green’s
function for electrons as well as phonons.

We have discovered that, at the potassium concentration equal to such that the unit
cell contains two carbon atoms as well as one potassium atom, the potassium atom isplaced
on the graphene surface upon thecarbon atom at the separation of 0.286 nm, and the
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energy gap is equal to 0.25 eV.Such an event happens ifthe graphene puton the potassium
is supportive.
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