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Abstract

In this thesis, more general results comparing to previously known results for the

Grobman-Hartman theorem are obtained, even forRn, by relaxing the condition on

the linear part while strengthening the condition on the nonlinear part. In the study

of local qualitative theory of dynamical system, the Grobman-Hartman theorem,

also called the linearization theorem, is a very important result. The theorem is

about the local behavior of a dynamical system in the neighborhood of a hyperbolic

equilibrium point. Many further results have been explored since the initial proof

of the theorem in 1959. In our research we use a Green type map and the integral

functional equation technique to substantially simplify the proof of the theorem,

moreover, the method used in this paper to prove the dynamical equivalence is

completely different from previous papers. Furthermore, for a more general point

of view we consider nonautonomous differential and difference equations in an

arbitrary Banach space, also on time scales, and impulsive differential equations

in an arbitrary Banach space. The use of the integral functional equation technique

led us not only to the simpler proof, but also to a more general sufficient condition

for the existence of a bounded solution on the time scales, also for periodic solu-

tion. Moreover, we derive a new sufficient condition for the Hyers-Ulam stability

of a linear dynamic equation in the case when the integral of a Green’s type map

is uniformly bounded. To highlight our improvement, in comparison to previous

results, this thesis has been supplemented with several examples.



Keywords: Quasi-linear differential equation, invertible difference equation, Grobman’s-
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Introduction

Differential equations began with the invention of calculus, which was introduced

by Newton and Leibniz. English mathematician Isaac Newton (1642 - 1727)

worked on different types of equations and, in 1671, in work [42] he classified

three cases of first order differential equations: dy
dx

= f(x), dy
dx

= f(x, y) and

xdu
dx

+ y du
dy

= u. In 1695 Jacob Bernoulli introduced another type of differential

equation, which was named after him: y′ + P (x)y = Q(x)yn [11]. Leibniz ob-

tained solutions for Bernoulli’s ordinary differential equation by simplifying it. In

1746, the one-dimensional wave equation was introduced by d’Alembert. Several

years later, the three-dimensional equation was discovered by Euler [63]. Since

then, many mathematicians have made great contributions to differential equa-

tions. Nowadays, differential equations are not the only subject of study in pure

mathematics - where the primary focus is on the existence and uniqueness of the

solution - but also applied mathematics, with a wide application in physics, engi-

neering, biology, finance, economics, and chemistry.

Although difference equationswere discoveredmuch earlier than differential equa-

tions, little research has been done on them, compared to differential equations.

During the last few decades computer programming, application ranges and vi-

sualization possibilities have changed a lot, this have given us the opportunity to

compute several mathematical problems, for example, difference equations. In or-

der to solve difference equations with computers, it requires not only a formulation

of approximate difference, but also a formulation of the overall difference equa-
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tion theory. Therefore, difference equations have recently again come to light.

A dynamical system consists of an abstract phase space or state space, whose co-

ordinates describe the state of any instant, and a dynamical rule that specifies,

the immediate future of all state variables, given only the present values of those

same state variables. In other words, a dynamical system is any system, physical,

or biological, that changes in time. For example, the state of a pendulum is its

angle and angular velocity, and the evolution rule is Newton‘s equation F = ma.

The qualitative theory of dynamical systems originated in Poincare’s work celes-

tial mechanics (Poincare 1899), and especially in a 270-page work, prize winning,

and initially flawed paper (Poincare 1890). The methods developed in his work

laid the basis for the local and global analysis of nonlinear differential equations,

including the stability theory for fixed points and periodic orbits, stable and un-

stable manifolds, and the Poincare recurrence theorem. Following Poincare and

Hadamard’s studies of geodesic flows, G.D.Birkhoff showed that - near any ho-

moclinic point of a two-dimensional map, there is an infinite sequence of periodic

orbits whose periods approach infinity (Birkhoff 1927).

In the study of local qualitative theory of dynamical system, theGrobman-Hartman

theorem, also called the linearization theorem, is a very important result. The

theorem is about the local behavior of dynamical system in the neighborhood

of a hyperbolic equilibrium point. The Grobman-Hartman theorem was proved

independently by an American mathematician Philip Hartman [27] and a Rus-

sian mathematician D.M. Grobman [25] in 1959. H. Poincaré, in 1879, proved

the theorem under the assumptions that the elementary divisors of A are sim-

ple and that the eigenvalues λ1, ..., λn of A lie in a half plane in C and satisfy

λj 6= m1λ1 + ... +mnλn for all sets of non-negative integers (m1, ...,mn) satis-

fying m1 + ... + mn > 1. A similar result for smooth function was established

by S. Sternberg [64] in 1957. Further, the linearization problem in the theory of
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ordinary differential equations was explored by D.M. Grobman [26], P. Hartman

[28], K.J. Palmer [46] and other mathematicians [51], [52].

Goals and objectives

Themain objectives of this thesis are to introducemore general results for - Grobman-

Hartman’s theorem of quasi-linear equations, impulsive equations, even on time

scales and the existence of bounded solutions, and periodic solutions, as well as

Hyers-Ulam stability. Furthermore, the generalization of Grobman-Hartman’s

theorem is obtained by the use of a different method of proof. To highlight the

class of equations applicable for the extended Grobman-Hartman theorem, sev-

eral examples should be represented.

The tasks undertaken in the thesis are as follows.

• To generalize the Grobman-Hartman theorem using a Green type map and

an integral functional equation technique that allows to obtain more general

conditions for quasi-linear and impulsive equations.

• To investigate the time-scale calculus of dynamical systems to generalize

the Grobman-Hartman theorem on time scales.

• To investigate the existence of bounded solutions, periodic solutions and

Hyers-Ulam stability, and to generalize the result of quasi-linear dynamic

equations on time scale.

• To introduce several examples to represent the extensions of previously

known results.

Thesis structure

The thesis is structured as follows.

Chapter 1 presents basic preliminaries and creates the background for the thesis.
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Starting with an introduction to difference and differential equations, continuing

with the introduction of time scales calculus, including several examples, the con-

cept of differentiation and integration, and explanation of exponential function.

This chapter also contains well know results, such as metric spaces, Banach fixed

point theorem and Green’s function, as well as the lesser known concept - the

Green type map.

Chapter 2 presents the Grobman-Hartman theorem and its Palmer’s generaliza-

tion. Afterwards, by relaxing conditions on the linear part and, at the same time,

strengthening conditions on the nonlinear part, more general results of the quasi-

linear equations are obtained. We use the Green type map and integral functional

equation technique [52], [53], [54] to substantially simplify the proof. Moreover,

we use a different method to prove the dynamical equivalence. Furthermore, for

a more general point of view, we will consider nonautonomous differential equa-

tions and nonautonomous difference equations in an arbitrary Banach space. To

highlight our improvement in comparison to previous results, we will use an ex-

ample where the linear part of the differential equation does not even possess an

ordinary dichotomy.

Chapter 3 provides an introduction to impulsive equations and its solution which is

complemented with example. The equivalence problem, involving the impulse ef-

fect, was first considered by A. Reinfelds and L. Sermone [56], [57], [62]. Other

generalizations of the linearization problem are reported in [55], [67], [69] and

[70]. At the end of the chapter, proof, and an example, is represented for the gen-

eralization theorem.

Chapter 4 shows the generalization of the Grobman-Hartman theorem on time

scales. The theorem and proof are complemented with an example.

Chapter 5 formulates the sufficient condition for the existence of bounded or peri-

odic solution to the quasi-linear dynamic equation, where the weaker condition of
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the nonlinear part and its Lipschitz coefficient play an important role. This chap-

ter also indicates Hyers-Ulam stability, its new sufficient condition of a linear

dynamic equation in the case when the integral of Green‘s type map is uniformly

bounded. This chapter contains several interesting examples.

Approbation

The results obtained in the process of writing the thesis have been presented at five

international conferences (Mathematical Modelling and Analysis 2013, ICDEA

2015, ICDEA 2016, PODE 2016 and Conference on Differential and Difference

Equations and Applications 2014 ) and five domestic conferences. See the full list

of attended conferences on page 100.

The main results of the research have been reflected in the three scientific publi-

cations (2 SCOPUS, 2 Web of Science) and abstracts on international or Latvian

conferences. See the full list of publications on page 100.
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1 Preliminaries and Background

1.1 Introduction to differential equations

Newton and Leibniz invented calculus, which led to beginning of differential equa-

tions. English mathematician Isaac Newton (1642-1727) worked on different type

of equations and in 1671 in work Methodus of fluxionum et Serierum Infinitraum

[42] he classified three cases of first order differential equations: dy
dx

= f(x),
dy
dx

= f(x, y) and xdu
dx

+ y du
dy

= u. Another type of differential equation was in-

troduced in 1695 [11] by Jacob Bernoulli, and the equation was called after his

name: y′ + P (x)y = Q(x)yn. Leibniz obtain solutions for Bernoullis‘ ordinary

differential equation by simplifying it. In 1746 the one-dimensional wave equation

was introduced by d‘Alembert. Several years later the three-dimensional equation

was discovered by Euler [63]. Since then, many mathematicians have made great

contributions to differential equations. Nowadays, differential equations are not

only the subject of study in pure mathematics where main focus is on the exis-

tence and uniqueness of solution but also applied mathematics with wide applica-

tion in physics, engineering, biology, finance, economics, and chemistry. There

are many works regarding differential equations such as [22], [65], [41], [43] and

many other.
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1.2 Introduction to difference calculus

Difference equations were discovered much earlier than differential equations, but

little research has been done on them compared to differential equations. It is

known that Isaac Newtonmade use of his calculus. After that, George Boole wrote

a definite treatise on the calculus of finite difference in 1872. Difference equations

are frequently useful in computer-aided problem solving because they lead natu-

rally into recursive algorithms for computer solution. Computer programming,

applications range and visualizations possibilities have changed a lot during last

decades and it had also given the opportunity to compute several mathematical

problems, for example, difference equations. In order to solve difference equa-

tion with computers, it requires not only a formulation of approximate difference

but also a formulation of overall difference equation theory. Therefore, difference

equations have recently come to light.

An equation which defines a value of a sequence as a function of other terms of

the sequence is called a difference equations or recurrence equation. These equa-

tions occur in mathematics itself as well as its applications to statistics, computing,

electrical circuit analysis, economics, biology, and other fields. For example, in

economics difference equations are used to model gross domestic product, the in-

flation rate, the exchange rate etc.

1.2.1 Difference operator

For basic concepts in this section, we refer to [37], [1]. Analyzing and solving

difference equations can be simplified by use of difference calculus, which is a

collection of mathematical tools very similar to the differential calculus.

Definition 1. Let y(t) be a function of a real or complex variable t. The difference
operator ∆ is defined by
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∆y(t) = y(t+ 1)− y(t).

Usually, t is natural number N = {1, 2, 3, ...}, however, sometimes t might be

choose a continuous set as the interval [0,∞) or the complex plane. Step size is

not always restricted to 1. Consider a difference operator with a step size h > 0

∆y(t) = y(t+ h)− y(t).

Difference operator subscription is used to distinguish which variable is to be

shifted. For example,

∆tt
2 sin(n) = (t+ 1)2 sin(n)− t2 sin(n)

∆nt
2 sin(n) = t2 sin(n+ 1)− t2 sin(n).

Higher order differences are defined by composing the difference operator with

itself. The second order difference is

∆2y(t) = ∆(∆(y(t))) = ∆(y(t+ 1)− y(t)) =

= (y(t+ 2)− y(t+ 1))− (y(t+ 1)− y(t)) = y(t+ 2)− 2y(t+ 1) + y(t).

The formula for nth order difference equation is obtains by induction:

∆ny(t) = y(t+ n)− ny(t+ n− 1) + n(n−1)
2!

y(t+ n− 2)+

+...+ (−1)ny(t) =

=
n∑

k=0

(−1)k
(
n
k

)
y(t+ n− k).

Definition 2. The shift operator E is defined by

Ey(t) = y(t+ 1).

Theorem 1. The basic difference operator properties are as follows.

• ∆m(∆ny(t)) = ∆m+ny(t) for all positive integersm and n.

• ∆(y(t) + z(t)) = ∆y(t) + ∆z(t).

• ∆(αy(t)) = α∆y(t), where α is a constant.
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• ∆(y(t)z(t)) = y(t)∆z(t) + Ez(t)∆y(t), where E is a shift operator.

• ∆
(

y(t)
z(t)

)
= z(t)∆y(t)−y(t)∆z(t)

z(t)Ez(t)
.

In order to have more complete view of difference operator, we introduce its in-

verse operator anti-difference or sometimes called indefinite sum.

Definition 3. An anti-difference of y(t) is any function
∑
y(t) that satisfies equa-

tion

∆(
∑
y(t)) = y(t)

for all t in the domain of y.

Similar concept for differential equation is indefinite integral

d
dt
(
∫
y(t)dt) = y(t).

Theorem 2. If z(t) is an anti-difference of y(t) then any anti-difference of y(t) is
given by ∑

y(t) = z(t) + C(t)

where C(t) has the same domain as y(t) and ∆C(t) = 0.

If the domain is defined on a set of the type {a, a+1, a+2, ...}, where a is an any

real number, then C(t) is a constant function.

Theorem 3. Let a be a constant. Then, for ∆C(t) = 0,

•
∑
at = at

a−1
+ C(t), a 6= 1.

•
∑

sin(at) = − cos a(t− 1
2
)

2 sin a
2

+ C(t), a 6= 2nπ.

•
∑

cos(at) = sin a(t− 1
2
)

2 sin a
2

+ C(t), a 6= 2nπ.

•
∑

log t = logΓ(t) + C(t), t > 0.

•
∑(

t
a

)
=
(

t
a+1

)
+ C(t).

•
∑(

a+t
t

)
=
(
a+t
t−1

)
+ C(t).

Some general anti-difference properties are given in the following theorem.
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Theorem 4.

•
∑

(y(t) + z(t)) =
∑
y(t) +

∑
z(t).

•
∑
Dy(t) = D

∑
y(t), where D is a constant.

•
∑

(y(t)∆z(t)) = y(t)z(t)−
∑
Ez(t)∆y(t).

•
∑

(Ey(t)∆z(t)) = y(t)z(t)−
∑
z(t)∆y(t).

Last two parts in the Theorem 4 is known as summation by part formulas.

1.2.2 Linear difference equation

Linear difference equations are special class of difference equations. Here the

concept linear and nonlinear is similar to differential equations. Linear difference

equations play very important role in overall difference equations analysis and

there are several reasons for that:

• many types of problems are naturally formulated as linear equations (for ex-

ample, population dynamics, the study of single commodity in economics,

the study of the motion of single body in physics);

• certain linear difference equation sub-classes represent large families of equa-

tions that can be solved explicitly (for example, first order equation, equa-

tion with constant coefficients);

• it has algebraic properties that permits the use of matrix methods, oper-

ational methods transforms, generating functions, and other special tech-

niques;

• certain methods of analysis for nonlinear equations depends on the proper-

ties of associated linear equations.
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Definition 4. The first order linear difference equation is

y(t+ 1)− p(t)y(t) = r(t), (1.21)

where p(t) and r(t) are given functions with p(t) 6= 0 for all t.

The equations 1.21 is said to be of first order because it contains first order differ-

ence operator ∆y(t) = y(t+ 1)− y(t) by having y at only t and t+ 1.

1.3 Time scales

Time scale calculus was first introduced in 1988 by Stefan Hilger in his PhD thesis

[30] (supervised by Bernd Aulbach). Time scale is the unification of the theory of

difference and differential equations, in other words it unifies differential and in-

tegral calculus with the calculus of finite difference and offers a formal study for

hybrid discrete-continuous dynamical system. If we differentiate a function de-

fined on the real numbers then definition of derivative is equal to that of standard

differentiation but if the function is defined on the integers, then it is equivalent

to the forward difference operator. In other words, time scale theory is like force-

ful theoretical tool which provides possibility to study differential and difference

equations simultaneously. Martin Bohner and Allan Peterson published a book

Dynamic Equations on Time Scales-An Introduction with applications [12] on the

bases of S. Hilger‘s work, which has made an important contribution in the field of

time scales. Many results which have been proved for differential equation might

be carried over to difference equation quite easily but at the same time some results

cannot be easily transformed from discrete to continuous case or vice verse. The

study of time scales reveals such discrepancies. The overall idea is to prove result

for dynamic equations in which the domain of the unknown function is so-called

time scale or measure chain, which is an arbitrary non-empty closed subset of the

real numbers. The following definitions and theorems and also a general introduc-

tion to the theory of time scales can be found in the book by M. Bohner and A.
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Peterson [12] as well as many other literature afterwards, for example, [13], [17].

For basic concepts in this section, we refer to [12], [13].

Definition 5. A time scale T is an arbitrary non-empty closed subset of R.

The set of real numbers, the integers, the natural numbers

R, Z, N, N0

are examples of time scales, while rational numbers, the irrational numbers, the

complex numbers and open interval

Q, R\Q , C, (0, 1)

are not time scales. Some other examples of time scales are as follows:

• T = [2, 4];

• T = {an : n ∈ Z}, a > 0;

• T = {pn : n ∈ N0}, p > 1;

• T = {6, 7, 8, 9};

• T = [2, 3] ∪ {6} ∪ {8};

• The Cantor set.

We assume throughout that a time scale T has the topology that it inherits from

real numbers with the standard topology. Let‘s denote delta derivative for function

f as f∆, where

1. f∆ = f ′, if T = R (derivative);

2. f∆ = ∆f , if T = Z (forward jump operator).

Definition 6. For t ∈ T, the forward jump operator σ : T → T is defined by
σ(t) =inf {s ∈ T : s > t}

14



Note that this inf always exists. Accordingly, we define backward jump operator.

Definition 7. For t ∈ T, the backward jump operator ρ : T → T is defined by
ρ(t) =sup {s ∈ T : s < t}

If σ(t) > t, we say that t is right-scattered, while if ρ(t) < t we say that t is

left-scattered. Points that are right-scattered and left-scattered at the same time is

called isolated. Also, if t < sup T and σ(t) = t then t is called right-dense, and if

t > inf T and ρ(t) = t then t is called left-dense. Point that are right-dense and

left-dense at the same time are called dense. If T has right-scattered minimumm,

then Tk = T−{m}, otherwise Tk = T. If T has left-scattered maximumM , then

Tk = T− {M}, otherwise Tk = T.

Definition 8. The graininess function µ is the distance from point to the closest
point on the right and is given by µ(t) = σ(t)− t

1.3.1 Examples of time scale
Example 1. Real numbers. If T = R, then σ(t) = ρ(t) = t and graininess
function µ(t) = 0

Example 2. Whole numbers. If T = Z, then σ(t) = t + 1, ρ(t) = t − 1 and
µ(t) = 1

0 1 2 3 4 5
−1

0

1

2

3

0 1 2 3 4 5
−1

0

1

2

3

Figure 1.1: Graininess function µ. Left: T = R, right: T = Z
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−1

0

1

2

3
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1 2 3 4 5 6 7 8 9 10
−1

0

1

2

3

4

5

Figure 1.2: Graininess function µ. Left: T = 3Z, right: T = P1,2

Example 3. Let c > 0 be fixed real number. Define time scale cZ by

cZ = {cz : z ∈ Z} = {...,−2c,−1c, 0, c, 1c, 2c, ...} (1.31)

Here σ(t) = t+ c, ρ(t) = t− c and µ(t) = t+ c− t = c.
If, for example, c = 3, then 3Z = {3z : z ∈ Z} = {...− 9,−6,−3, 0, 3, 6, 9, ...},
σ(t) = t+ 3, ρ(t) = t− 3, µ(t) = 3.

Example 4. [17] Let a, b > 0 be fixed real numbers. Define the time scale Pa,b as
a collection of closed intervals starting form 0 by

Pa,b =
∞⋃
k=0

[k(a+ b), k(a+ b) + a] (1.32)

Simple calculations show that:

σ(t) =


t, t ∈

∞⋃
k=0

[k(a+ b), k(a+ b) + a)

t+ b, t ∈
∞⋃
k=0

{k(a+ b) + a}
(1.33)

ρ(t) =


t, t ∈

∞⋃
k=0

(k(a+ b), k(a+ b) + a]

t− b, t ∈
∞⋃
k=0

{k(a+ b)}
(1.34)

and

µ(t) =


0, t ∈

∞⋃
k=0

[k(a+ b), k(a+ b) + a)

b, t ∈
∞⋃
k=0

{k(a+ b)}
(1.35)
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If, for example, a = 1 and b = 2 then P1,2 =
∞⋃
k=0

[3k, 3k + 1],

σ(t) =


t, t ∈

∞⋃
k=0

[3k, 3k + 1]

t+ b, t ∈
∞⋃
k=0

[3k + 1]
(1.36)

and

µ(t) =


0, t ∈

∞⋃
k=0

[3k, 3k + 1]

b, t ∈
∞⋃
k=0

[3k]
(1.37)

1.3.2 Differentiation

The delta derivative f∆ definition for a function f defined on T was for the first

time introduced by Stefan Hilger in his PhD thesis [30]. In this section, the defi-

nition of Hilger or delta derivative, examples and some properties are described.

We refer to [12].

Definition 9. Assume f : T → R is a function and let t ∈ Tk. f∆(t) is called
the delta or Hilger derivative of f at t (provided it exists) if any ϵ > 0, there is a
neighborhood U of t (i.e. U = (t− δ, t+ δ) ∩ T for some δ > 0) such that

| [f(σ(t))− f(s)]− f∆(t)[σ(t)− s] | 6 ϵ | σ(t)− s | (1.38)

We say f is delta differentiable on Tk provided f∆(t) exists for all t ∈ Tk. The
function f∆ : Tk → R is called the delta derivative of f on Tk.

Example 5. If f : T → R is defined by f(t) = α, ∀t ∈ T, where α ∈ R is
constant, then delta derivative of function f is 0 (f∆ ≡ 0). We can make sure of
that from definition, because for any ϵ > 0

| [f(σ(t))− f(s)]− 0∗ [σ(t)− s] |=| [α−α]− 0∗ [σ(t)− s] |= 0 6 ϵ | σ(t)− s |

holds for all s ∈ T

Example 6. If f : T → R is defined by f(t) = t for all t ∈ T, then f∆(t) ≡ 1.
This follows since for any ϵ > 0

| [f(σ(t))−f(s)]−1∗ [σ(t)−s] |=| [σ(t)−s]−1∗ [σ(t)−s] |= 0 6 ϵ | σ(t)−s |

holds for all s ∈ T
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Theorem 5. Assume f : T → R is a function and let t ∈ Tk. Then we have the
following:

• If f is differentiable at t, then f is continuous at t;

• If f is continuous at t and t is right-scattered, then f is differentiable at t
with

f∆(t) =
f(σ(t))− f(t)

µ(t)
;

• If f is right-dense then f is differentiable at t iff the limit

lim
s→t

f(t)− f(s)

t− s

exists as a finite number. In this case

f∆(t) = lim
s→t

f(t)− f(s)

t− s
;

• If f is differentiable at t,then

f(σ(t)) = f(t) + µ(t)f∆(t).

If f : T → R is a function, then fσ : T → R is defined by fσ = f(σ(t)) for

all t ∈ T, i.e. fσ = f ◦ σ.

Lemma 6 ([80]). Assume f , g : T → R are delta differentiable at t ∈ Tk. The
properties of delta derivatives are:

(f + g)∆(t) = f∆(t) + g∆(t);

(cf)∆(t) = cf∆(t), c ∈ R;

(fg)∆(t) = f∆(t)g(t) + fσ(t)g∆(t) = f(t)g∆(t) + f∆(t)gσ(t);(
f

g

)∆

(t) =
f∆(t)g(t)− f(t)g∆(t)

g(t)gσ(t)
, g(t)gσ(t) 6= 0.

From lemma we can obtain that

(f 2)∆ = (f ∗ f)∆ = f∆f + fσf∆ = (f + fσ)f∆.
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Example 7. If f : T → R is defined by f(t) = t2 for all t ∈ T, then

(t2)∆ = (t+ tσ)t∆ = t+ σ(t),

and from the delta derivative definition we can assure that for any ϵ > 0

| [f(σ(t))− f(s)]− (t+ σ(t)) ∗ [σ(t)− s] |=
=| [σ2(t))− s2]− (tσ(t) + σ2(t)− ts− sσ(t) |=

=| (s− t)(σ(t)− s) |6 ϵ | σ(t)− s |

holds for all s ∈ T.

Another consequence of the Lemma 6 is as follows:(
1

f

)∆

(t) = − f∆(t)

f(t)f(σ(t))
.

Example 8. If f : T → R is defined by f(t) = 1
t
, then(

1

t

)∆

= − t∆

t ∗ σ(t)
= − 1

tσ(t)
.

1.3.3 Integration

The basic concepts on integration on time scale are described in this section ac-

cording to Bohner and Peterson [12], [13]. We present existence theorems, rd-

continuity, regularity and examples.

Definition 10. A function f : T → R is called regulated if its right-sided limits
exist (finite) at all right-dense points in T and its left-sided limits exist (finite) at
all left-dense points in T.

Definition 11. A function f : T → R is called rd-continuous if

• it is continuous at right-dense points in T and

• its left-sided limits exist (finite) at left dense points in T.

The set of rd-continuous function f : T → R usually is denoted by

Crd = Crd(T) = Crd(T,R).
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The notability of rd-continuous functions for existence of solution under global

Lipschitz-condition and the global existence theorem on dynamic equations is re-

vealed by Hilger [32].

The following implications are immediate:

continuous→ rd-continuous→ regulated

Theorem 7. Every differential function is continuous.

The forward jump operator σ, is an example of rd-continuous function. The grain-

iness function µ(t) = σ(t)− t is rd-continuous. In at the same time left-dense and

right-scattered points, however, it is not continuous. Some results are summarized

in the following theorem.

Theorem 8. Assume f : T → R.

1. If f is continuous, then f is rd-continuous.

2. If f is rd-continuous, then f is regulated.

3. The jump operator σ is rd-continuous.

4. If f is regulated or rd-continuous, then so is fσ.

5. Assume f is continuous. If g : T → R is regulated or rd-continous, then
f ◦ g has that property too.

Definition 12. A continuous function f : T → R is called pre-differentiable
with (region of differentiable)D ⊂ Tk, Tk \D is countable and contains no right
scattered elements of T and f is differentiable at each t ∈ D.

Theorem 9. Every regulated function on a compact interval is bounded.

Theorem 10 (Existence of pre-antiderivatives). Let f be regulated. Then there
exists a function F which is pre-differentiable with region of differentiation D such
that

F∆(t) = f(t)

for all t ∈ D.
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Definition 13. Assume f : T → R is a regulated function. Any function F as in
theorem of existence of pre-antiderivatives is called a pre-antiderivative of f . We
define indefinite integral of a regulated function f by∫

f(t)∆t = F (t) + C

where C is an arbitrary constant and F is a pre-antiderivative of f . We define the
Cauchy integral by

s∫
r

f(t)∆t = F (s)− F (r), ∀r, s ∈ T

A function F : T → R is called an antiderivative of f : T → R provided

F∆(t) = f(t) hold for all t ∈ T k.

Example 9. If T = Z, evaluate the indefinite integral∫
at∆t,

where a 6= 1 is a constant. Since(
at

a−1

)∆
= ∆

(
at

a−1

)
= at+1−at

a−1
= at

we get that ∫
at∆t = at

a−1
+ C,

where C is an arbitrary constant.

Theorem 11 (Existence of antiderivatives). Every rd-continuous function has an
antiderivative. In particular if t0 ∈ T, then F defined by

F (t) :=
t∫

t0

f(τ)∆τ for t ∈ T

is an antiderivative of f .

Two basic examples of time scale and their properties and conclusion from theory

mention above is show in the table below (Table 1.1).

Theorem 12. If f ∈ Crd and t ∈ Tk, then

σ(t)∫
t

f(τ)∆(τ) = µ(t)f(t).
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Table 1.1: Two basic time scale examples.

R Z
Backward jump operator ρ(t) t t− 1
Forward jump operator σ(t) t t+ 1

Graininess µ(t) 0 1
Derivative f∆(t) f ′(t) ∆f(t)

Integral
b∫
a

f(t)∆t
b∫
a

f(t)dt
b−1∑
t=a

f(t) (if a < b)

Rd-continuous f continuous f any f

Proof. According to existence of antiderivatives theorem there exists an antideriva-
tive F of f , and

σ(t)∫
t

f(τ)∆τ = F (σ(t))− F (t) = µ(t)F∆(t) = µ(t)f(t).

Theorem 13. If a, b, c ∈ T, α ∈ R, and f, g ∈ Crd, then

1.
b∫
a

(f(t) + g(t))∆t =
b∫
a

f(t)∆(t) +
b∫
a

g(t)∆(t);

2.
b∫
a

(αf)(t)∆(t) = α
b∫
a

f(t)∆t;

3.
b∫
a

f(t)∆t = −
b∫
a

f(t)∆t;

4.
b∫
a

f(t)∆t =
c∫
a

f(t)∆t+
b∫
c

f(t)∆t;

5.
b∫
a

f(σ(t))g∆(t)∆t = (fg)(b)− (fg)(a)−
b∫
a

f∆(t)g(t)∆(t);

6.
b∫
a

f(t)g∆∆t = (fg)(b)− (fg)(a)−
b∫
a

f∆(t)g(σ(t))∆t;

7.
a∫
a

f(t)∆t = 0;
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8. If | f(t) |≤ g(t) on [a, b), then

|
b∫
a

f(t)∆t |≤
b∫
a

g(t)∆t;

9. If f(t) > 0 for all a ≤ t < b, then
b∫
a

f(t)∆t ≥ 0.

Since every rd-continuous function is also regulated, then all the formulas given

in the theorem also holds for the case that f and g are only regulated. Also note

that (5) and (6) are called integration by parts formulas.

Theorem 14. Let a, b ∈ T and f ∈ Crd

1. If T = R, then

b∫
a

f(t)∆t =
b∫
a

f(t)dt,

where the integral on the right is the usual Riemann integral from calculus.

2. If interval [a, b] consists only of isolated points, then

b∫
a

f(t)∆t =


∑

t∈[a,b)
µ(t)f(t), if a < b

0, if a = b
−
∑

t∈[b,a)
µ(t)f(t), if a > b

.

3. If T = hZ = {hk : k ∈ Z}, where h > 0, then

b∫
a

f(t)∆t =



b
h
−1∑

k= a
h

f(kh)h, if a < b

0, if a = b

−
b
h
−1∑

k= a
h

f(kh)h, if a > b

.

4. If T = Z, then
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b∫
a

f(t)∆t =


b−1∑
t=a

f(t), if a < b

0, if a = b

−
b−1∑
t=a

f(t), if a > b

.

Definition 14. If a ∈ T, supT = ∞ and f is rd-continuous on [a,∞) then we
define the improper integral by

∞∫
a

f(t)∆(t) = lim
b→∞

b∫
a

f(t)∆t

provided this limit exists and we say that the improper integral converges. In case
the limit does not exist, we say that the improper integral diverges.

1.3.4 Exponential function

Exponential function is convenient to describe some properties or to use it for some

proofs. We introduce a generalized exponential function for an arbitrary time scale

T by the cylinder transformation [12].

Definition 15. We say that a function p : T → R is regressive if 1+ µ(t)p(t) 6= 0
for all Tk

The set of all regressive and rd-continuous functions f : T → R will be denoted

byR = R(R) = R(T,R).

Definition 16. If p ∈ R, then the exponential function is defined by

ep(t, s) = exp

 t∫
s

ξµ(τ)(p(τ)))∆τ


for s, t ∈ T, where cylinder transformation

ξh(z) =
1

h
ln(1 + zh)

for h > 0 and for h = 0, ξ0(z) = z, where z ∈ C. ln is the principal logarithm
function.
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Lemma 15. If p ∈ R then for all r, s, t ∈ T

ep(t, r)ep(r, s) = ep(t, s).

Definition 17. If p ∈ R, then the first order linear dynamic equation

y∆ = p(t)y (1.39)

is called regressive.

Theorem 16. If equation 1.39 is regressive and t0 ∈ T, then ep(·, t0) is a solution
of the initial value problem y∆ = p(t)y, y(t0) = 1.

Some important properties of the exponential function are as follows.

Theorem 17. If p ∈ R, then

• e0(t, s) ≡ 1 and ep(t, t) ≡ 1;

• ep(σ(t), s) = (1 + µ(t)p(t))ep(t, s);

• ep(t, s) = 1
ep(s,t)

;

• ep(s, r)ep(r, t) = ep(s, t).

Many more properties of the exponential function can be found in [12] and [13].

Theorem 18 (Variation of Constants). Suppose p ∈ R and f ∈ Crd. Let t0 ∈ T
and y0 ∈ R. Then unique solution of the initial value problem

y∆ = p(t)y + f(t), y(t0) = y0

is given by

y(t) = ep(t, t0)y0 +

t∫
t0

ep(t, σ(τ))f(τ)∆τ.

Example 10. Find solution for

y∆ = 2y + t

y(0) = 0.

Linear part of equation is y∆ = 2y, so p = 2. First, we find exponential function

e2(t, t0) = e2(t, 0) = exp

 t∫
0

2∆τ

 =
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= exp
(
2τ
∣∣t
0

)
= exp(2t− 0) = e2t

e2(t, σ(t)) = e2(t−σ(t)).

Next, using theorem 18 we find solution

y(t) = ep(t, t0)y0 +

t∫
t0

ep(t, σ(τ))f(τ)∆τ =

= e2(t, 0)0 +

t∫
0

e2(t, σ(τ))τ∆τ =

t∫
0

e2(t−σ(τ))τ∆τ =

= e2t
t∫

0

e−2σ(τ)τ∆τ

[
u = τ ∆v = e−2σ(τ)∆τ

∆u = dτ v = −1
2
e−2τ

]

= e2t

(
− 1

2
τe−2τ

∣∣∣∣t
0

+
1

2

t∫
0

e−2τ∆τ

)
=

= e2t

(
− 1

2
te−2t − 1

4
e−2τ

∣∣∣∣t
0

)
= e2t

(
− 1

2
te−2t − 1

4
e−2t +

1

4

)
=

= −1

2
t− 1

4
+

1

4
e2t.

We denote by Ω(t, s) the class of functions k : T× T → R which are continuous

at (t, t), where t ∈ Tk with t > t0, t0 ∈ Tk such that k(t, ·) is rd-continuous on

[t0, σ(t)] and for each ε > 0 there exists a neighborhood U of t independent of

τ ∈ [t0, σ(t)] such that

|k(σ(t), τ)− k(s, τ)− k∆(t, τ )(σ(t)− s)| ≤ ε|σ(t)− s|.

Lemma 19 ([12],[45]). Let k ∈ Ω(t, s). Then

g(t) =

t∫
t0

k(t, τ )∆τ
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for IT, where IT = I ∩ T, I = [t0,∞] implies

g∆(t) =

t∫
t0

k∆(t, τ )∆τ + k(σ(t), t).

1.4 Metric Spaces

M. Fréchet was a Frenchmathematician whomademajor contribution to the topol-

ogy of points and defined and founded the theory of abstract spaces in his thesis

[24]. The metric spaces was introduced by F. Hausdorff [29].

For metric space theory we refer to [38].

A metric space indicate that two given points of the space should have a real num-

ber that represents the distance between them. In order to discuss metric, it is

naturally to begin with a pair (M,d), whereM is a set and d : M ×M → R+ is

a mapping of Cartesian productM ×M into the non-negative reals. d(x, y) is the

distance between points x and y fromM that satisfies

• d(x, y) = 0 ⇔ x = y and

• d(x, y) = d(y, x).

In this case a pair (M,d) is called semi-metric space.

Definition 18. A semi-metric space (M,d) is called a metric space if it satisfies
the triangle inequality, that is, for each three points x, y, z ∈M ,

d(x, y) ≤ d(x, z) + d(z, y).

We say that two metric spaces are the same if there is a one-to-one distance pre-

serving mapping from one onto other. Such mappings are called isometries.

Definition 19. Suppose (M,d) and (N, ρ) are metric spaces. A mapping T :
M → N is said to be an isometry if ρ(T (x), T (y)) = d(x, y) for each x, y ∈ M .
If T is surjective (onto), then we say that M and N are isometric. A surjective
isometry T :M →M is called motion ofM .
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Some common examples of metric spaces are as follows.

Example 11 (The discrete space). Let S be any set and for all x, y ∈ S define

d(x, y) =

{
0, if x = y
1, if x 6= y

.

Definition 20. A topology on a set X is any family F of subsets of X which
satisfies the following axioms:

• ∅ and X are in F ;

• The union of any subcollection of F is a member of F ;

• The intersection of any finite subcollection of F is a member of F .

Together the pair (X,F) is called a topological space.

A subset U of X is said to be an open set if U ∈ F . A closed set in X is a set

whose complement is open.

1.5 Banach fixed point theorem

The Banach fixed point theorem also called the contraction theorem concerns con-

traction of a complete metric space into itself. The theorem states sufficient con-

dition for the existence and uniqueness of a fixed point. Fixed point is a point that

is mapped to itself. Polish mathematician Stefan Banach (1982-1945) is widely

regarded as the most powerful and influential mathematician to merge in Poland

in the inter-war years. Abandoned at birth, he was brought up in Cracow by laun-

dress. From the age of 15 he had to support himself by private coaching and was

especially keen on teaching mathematics, a subject in which he was self-taught.

Some of the notable mathematical concepts that bear Banach‘s name include Ba-

nach‘s space, Banach algebra, Banach measures, the Hahn-Banach theorem and

the Banach fixed point theorem.

For fixed point theory, see [21].
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Definition 21. Let (X, d) be a metric space. A sequence {xn}n∈N ∈ X is called
a Cauchy sequence if for any ε > 0, there is an nε ∈ N such that d(xm, xn) < ε
for anym,n ≥ nε.

Theorem 20. Any convergent sequence in a metric space is a Cauchy sequence.

Definition 22. A metric space (X, d) is said to be complete if every Cauchy se-
quence in X converges to a point in X .

Definition 23. Let (X, d) be a metric space. A map f : X → X is said to be
Lipschitz continuous if there is λ ≥ 0 such that ∀x1, x2 ∈ X

d(f(x1), f(x2)) ≤ λd(x1, x2).

The smallest λ for which the inequality hold is called Lipschitz constant of f . If
λ < 1, f is said to be contraction.

Definition 24 (Fixed point). The point x ∈ X is fixed point of the map f if f(x) =
x.

Theorem 21 (Banach fixed point theorem). Let f be contraction on a complete
metric space X . Then f has a unique fixed point x ∈ X .

1.6 Green‘s function

In 1828 British mathematical physicist George Green (1793-1841) wrote An Es-

say on the Application of Mathematical Analysis to the Theory of Electricity and

Magnetism which introduced several important concepts such as theorem similar

to the modern Green‘s theorem, the idea of potential functions and the concept of

now called Green‘s function. There are several books written by Roach (1970),

Stakgold (1979), and Sagan (1989) on the subject of Green‘s function and many

other books written later, for example [39].

There is connection between differential and integral equations, some problems

might be formulated ether way, for example, Green‘s function, Fredholm theory

and Maxwell‘s equations. Green‘s functions are an important tool used in solving

boundary value problems associated with ordinary and partial differential equa-

tions.

29



In order to explain Green‘s function concept, some basic results and definitions

are needed. For next definition we refer to [39].

Definition 25. A mapping T of a linear space X into a linear space Y , where
X and Y are vector spaces over some field F , is called linear transformation or
linear operator if

• T (x+ y) = T (x) + T (y) for all x, y ∈ X;

• T (αx) = αT (x) for all x ∈ X and for all α ∈ F .

We try to solve equation Lu(x) = f(x). Green‘s function is a fundamental solu-

tion to the differential equations. It is very powerful tool and if Green‘s function

can be computed then any solution for right hand side function f(x) can be found.

The solutions of this equations is u(x) = L−1f . Green‘s function will help to

answer the question how to calculate this inverse of L.

If function G can be found for operator L, then we obtain∫
LG(t, s)f(t)dt = f(x).

Since operator L is linear operator, L might be taken outside of the integration

L

∫
G(t, s)f(t)dt = f(x).

Therefore, we obtained

u(x) =

∫
G(t, s)f(t)dt.

Usually in the mathematical literature Green‘s function is associated with bound-

ary value problems but further we will use analogy of this concept.

Let us consider system of differential equations ẋ = Ax, where A is n× n matrix

with real part of eigenvalues not equal to 0 (Reλ(A) 6= 0). It is known that its

nontrivial solution φ(t) → 0, when t → +∞ and |φ(t)| → ∞, when t → +∞

For example:
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Figure 1.3: Green type map if s = 0

Example 12. ẋ = ax, where a is a constant.
Solutions is x = Ceat, C-const.

• If a > 0 and C 6= 0 then φ(t) → 0, when t → −∞ and |φ(t)| → ∞, when
t→ +∞.

• If a < 0 and C 6= 0 then φ(t) → 0, when t → +∞ and |φ(t)| → ∞, when
t→ −∞.

Figure 1.4: Green type map if s = 0

Therefore, there exists only one solution which is bounded, that is, φ(t) ≡ 0.

But what we can say about nonlinear system ẋ = Ax + f(t) if we know that

Reλ(A) 6= 0 and sup
t∈R

|f(t)| < +∞? Can we find bounded solution? Let us

consider an example.
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Example 13. ẋ = ax + f(t), x(s) = x0. Solution could be found using constant

variation method x(t) = x0e
a(t−s) +

t∫
s

ea(t−τ)f(τ)dτ . In order to find bounded

solution, multiply both sides by exponent and consider limit when t → +∞ and
suppose that there is bounded solution sup

t∈R
|x(t)| < +∞. Then

x(t)ea(s−t) = x0e
a(t−s)ea(s−t) + ea(s−t)

t∫
s

ea(t−τ)f(τ)dτ

x(t)ea(s−t) = x0e
0 +

t∫
s

ea(s−t)ea(t−τ)f(τ)dτ

x(t)ea(s−t) = x0 +

t∫
s

ea(s−τ)f(τ)dτ.

(i) If a > 0, then

lim
t→+∞

x(t)ea(s−t) = lim
t→+∞

(x0 +

t∫
s

ea(s−τ)f(τ)dτ)

0 = x0 + lim
t→+∞

t∫
s

ea(s−τ)f(τ)dτ

x0 = −
∞∫
s

ea(s−τ)f(τ)dτ.

Therefore, bounded solutions for the given nonlinear differential equation
is

xb(t) = −ea(t−s)

∞∫
s

ea(s−τ)f(τ)dτ +

t∫
s

ea(t−τ)f(τ)dτ

xb(t) = −
∞∫
s

ea(t−τ)f(τ)dτ +

t∫
s

ea(t−τ)f(τ)dτ

xb(t) =

����������

−
t∫

s

ea(t−τ)f(τ)dτ −
∞∫
t

ea(t−τ)f(τ)dτ +

���������t∫
s

ea(t−τ)f(τ)dτ
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xb(t) =

∞∫
t

−ea(t−τ)f(τ)dτ.

We may introduce here a Green function as follows:

xb(t) =

∞∫
−∞

G(t, τ )f(τ)dτ,

where
G(t, τ ) =

{
−ea(t−τ) τ ≥ t
0 τ < t

.

(i) When a < 0 steps are similar.

lim
t→−∞

x(t)ea(s−t) = lim
t→−∞

(x0 −
s∫

t

ea(s−τ)f(τ)dτ)

x0 =

s∫
−∞

ea(s−τ)f(τ)dτ

xb(t) =

t∫
−∞

ea(t−τ)f(τ)dτ +

���������s∫
t

ea(t−τ)f(τ)dτ −
���������s∫
t

ea(t−τ)f(τ)dτ

xb(t) =

∞∫
−∞

G(t, τ )f(τ)dτ,

where
G(t, τ ) =

{
0 τ ≥ t
ea(t−τ) τ < t

.

1.7 Green type map
Definition 26. A continuous map G : R2 \ {D} → L(R) where D = {(t, s) ∈
R2 | t = s} is called Green type map if

(i) G(·, s) is continuous differentiable and it is solution of ẋ = Ax except t = s;

(ii) G(t+ 0, t)−G(t− 0, s) = I , where I is identity map.
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Items (i) and (ii) are similar to Greens function properties associatedwith boundary

value problems but here additional requirement
+∞∫
−∞

|G(t, s)|dt < +∞ is added in

order to obtain uniqueness of Green function.

Let us consider some examples.

Example 14. ẋ(t) = −x(t)
Solution is x(t) = Ce−t. Let‘s define a Green type map as

G(t, s) =

{
es−t, if t > s

0, if t < s

and verify Green type map definitions conditions:

(i) Function et is continuous thus G(t, s) is continuous except t = s;

(ii) G(s+ 0, s)−G(s− 0, s) = es−(s+0) − 0 = e−0 = 1 = I;

(iii)

+∞∫
−∞

|G(t, s)|dt = max

 s∫
−∞

|0|dt,
+∞∫
s

|es−t|dt

 = max(0,−es−t

∣∣∣∣∣∣
+∞

s

) =

= −(e−∞ − e−0) = −(0− 1) = 1 < +∞

⇒ G(t, s) is a Green type map.

Example 15. Consider {
ẋ(t) = −x(t)
ẏ(t) = y(t)

.

Solution is {
x(t) = C1e

−t

y(t) = C2e
t ,

fundamental matrix is

U =

 C1e
−t 0

0 C2e
t

 =

 e−t 0

0 et

 C1

C2

 .
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Figure 1.5: Green type map if s = 0

Let‘s define a Green type map as

G(t, s) =



es−t 0

0 0

 t > s

0 0

0 −e−s+t

 t < s

and verify (i), (ii) and (iii) from the definition.

• Function et is continuous therefore G(t, s) is continuous for t ∈ R, except

t = s.

• G(s+ 0, s)−G(s− 0, s) =

e−(s+0−s) 0

0 0

−

0 0

0 −e(s−0−s)

 =

=

1 0

0 0

−

0 0

0 −1

 =

1 0

0 1

 = E
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•

+∞∫
−∞

|G(t, s)|dt = max

 s∫
−∞

| − et−s|dt,
+∞∫
s

|e−(t−s)|dt

 = max(et−s

∣∣∣∣∣∣
s

−∞

,−e−t+s

∣∣∣∣∣∣
+∞

s

) =

= max(1− 0,−(0− 1)) = 1 < +∞

⇒Map G(t, s) is a Green type map.
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2 Grobman-Hartman theorem of
quasi-linear equations

Most of the basic problems studied in mathematics and physics are linear and this

is the result of simplifications of real problem application. For example, in math-

ematics finance Black Scholes‘ equation does not include transaction costs. But

if one tries to incorporate transaction costs into the model then nonlinear differ-

ential equation is obtained. In the study of continuum mechanics, traffic flow

models, groundwater flows, and gas dynamics the quasi-linear differential equa-

tions play important role (see [3], [33], [36]). Therefore, the theory of quasi-linear

differential equations have become one of the most developing area in applied

mathematics.

2.1 Grobman-Hartman theorem

In the study of local qualitative theory of dynamical system, theGrobman-Hartman

theorem or also called linearization theorem, is very important result. The theorem

is about local behavior of dynamical system in the neighborhood of a hyperbolic

equilibrium point. The Grobman-Hartman theorem was proved independently by

an American mathematician Philip Hartman [27] and a Russian mathematician

D.M. Grobman [25] in 1959. H. Poincaré already in 1879 proved the theorem un-

der the assumptions that the elementary divisors ofA are simple and that the eigen-

values λ1, ..., λn of A lie in a half plane in C and satisfy λj 6= m1λ1 + ...+mnλn

37



for all sets of non-negative integers (m1, ...,mn) satisfying m1 + ... + mn > 1.

A similar result for smooth function was established by S. Sternberg [64] in 1957.

Further the linearization problem in the theory of ordinary differential equations

was explored by D.M. Grobman [26], P. Hartman [28], K.J. Palmer [46] and other

mathematicians [51], [52]. Variants of the Grobman-Hartman theorem to impul-

sive differential equations can be found in [6], [23], [56],[57], [58], [67]. We refer

to [47] for in depth study of Grobman-Hartman theorem. The Grobman-Hartman

theorem shows that near a hyperbolic equilibrium point x0, the nonlinear system

ẋ = f(x) (2.11)

has the same qualitative structure as the linear system

ẋ = Ax (2.12)

withA = Df(x0), whereDf is Jacobian matrix. Further we assume that the equi-

librium point x0 has been translated to the origin.

Two dynamical systems are topologically conjugate if they have the same dynam-

ics or if there is a homeomorphism between the two systems which preserve orbits.

IfU, V are topological spaces with dynamics on them (continuous or discrete) then

topological conjugacy is homeomorphism H : U → V between these two spaces

such that it preserves orbits. If we use that topological conjugacy to map from U

to V then resulting square of mappings is commutative. That means if firstly go

forward on U and then jump down to V usingH get the same if firstly jump down

to V and only then the go forward on U .
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Let‘s formulate definition:

Definition 27. Two autonomous system of differential equations 2.11 and 2.12 are
said to be topologically equivalent in a neighborhood of the origin or to have the
the same qualitative structure near the origin if there is an open set V containing
the origin which maps trajectories of 2.11 in U onto trajectories of 2.12 in V and
preserves their orientation by time in the sense that if a trajectory is directed from
x1 to x2 in U , then its image is directed fromH(x1) toH(x2) in V . If the homeo-
morphismH preserves the parametrization by time, then the system 2.11 and 2.12
are said to be topologically conjugate in the neighborhood of the origin.

Example 16. Consider the linear systems ẋ = Ax and ẏ = By with

A =

[
−1 −3
−3 −1

]
and B =

[
2 0
0 −4

]
.

Let H(x) = Rx, where the matrix

R = 1√
2

[
1 −1
1 1

]
and R−1 = 1√

2

[
1 1
−1 1

]
.

Then B = RAR−1 and letting y = H(x) = Rx or x = R−1y gives us

ẋ = RAR−1y = By.

Thus, if x(t) = eAtx0 is the solution of the first system through x0, then y(t) =
H(x(t)) = Rx(t) = ReAtx0 = eBtRx0 is the solution of the second system
through Rx0, i.e, H maps trajectories of the first system onto trajectories of the
second system and it preserves the parameterization since

HeAt = eBtH.
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The mapping H(x) = Rx is simply a rotation through 45◦ and it is clearly a
homeomorphism. The phase portraits of these two systems are shown in Figure
2.1.

x1

x2

H

H−1

y1

y2

Figure 2.1: phase portraits

Theorem 22 (The Grobman-Hartman). Let E be an open subset ofRn containing
the origin, let f ∈ C1(E), and let ϕt be the flow of the nonlinear system 2.11.
Suppose that f(0) = 0 and that the matrix A = Df(0) has no eigenvalue with
zero real part. Then there exists a homeomorphismH of an open set U containing
the origin onto an open set V containing the origin such that for each x0 ∈ U ,
there is an open interval I0 ⊂ R containing zero such that for all x0 ∈ U and
t ∈ I0

H ◦ ϕt(x0) = eAtH(x0),

i.e., H maps trajectories of 2.11 near the origin onto trajectories of 2.12 near the
origin and preserves the parameterization by time.

Summary of the proof. Consider the nonlinear system 2.11 with f ∈ C1(E),
f(0) = 0 and A = Df(0).

1. The matrix A is grouped into two parts

A =

[
P 0
0 Q

]
,

where the eigenvalues of P have negative real part and the eigenvalues of
Q have positive real part.

2. Suppose ϕt is the flow of the nonlinear system 2.11 with solution written in
following form:
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x(t, x0) = ϕt(x0) =

[
y(t, y0, z0)
z(t, y0, z0)

]
,

where

x0 =

[
y0
z0

]
∈ Rn,

where y0 is in the stable subspace of A and z0 is in the unstable subspace of
A.

3. Define the function

Ỹ (y0, z0) = y(1, y0, z0)− ePy0
Z̃(y0, z0) = z(1, y0, z0)− eQz0

And show that ‖ DỸ (y0, z0) ‖ and ‖ DZ̃(y0, z0) ‖ is bounded by constant
on the compact set |y0|2 + |z0|2 ≤ s20. Then by use of normalization obtain
that

‖ eP ‖< 1

and

‖ e−Q ‖< 1.

4. For

x =

[
x
y

]
∈ Rn

define the transformation

L(y, z) =

[
By
Cz

]
and

T (y, z) =

[
By + Y (y, z)
Cz + Z(y, z)

]
,

where
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Y (y0, z0) =

{
Ỹ (y0, z0), if |y0|2 + |z0|2 ≤ s20/2

0, if |y0|2 + |z0|2 ≥ s20y

and

Z(y0, z0) =

{
Z̃(y0, z0), if |y0|2 + |z0|2 ≤ s20/2

0, if |y0|2 + |z0|2 ≥ s20y

i.e., L(x) = eAx and locally T (x) = ϕ1(x).
Next, by using successive approximations, inductions and stable manifold
theorem show that obtained continuous map

H0(y, z) =

[
ϕ(y, z)
ψ(y, z)

]
is a homeomorphism of Rn onto Rn such that

H0 ◦ T = L ◦H0.

5. Define one-parameter families of transformation T t and Lt as follows.

Ltx0 = eAtx0 and T t(x0) = ϕt(x0)

And lastly show that H defined by

H =
1∫
0

L−1H0T
sds

is a homeomorphism onRn and equalityH◦T t = LtH holds or equivalently

H ◦ ϕt(x0) = eAtH(x0).
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2.2 Palmer‘s generalization

Grobman-Hartman linearization theorem was extended by Kenneth J. Palmer [46]

in 1973. The theorem was generalized to nonautonomous differential equations

where the linear equation is assumed to have an exponential dichotomy.

In 1978W.A. Cooper published his Lecture notes regarding Dichotomies covering

basic definitions, summaries, and conclusions on the topic [15]. A dichotomy is a

type of conditional stability. Recall some stability definitions.

Let x̃(t) be a solutions of differential equation

ẋ = f(t, x). (2.21)

Definition 28. The solution x̃(t) is called uniformly stable if ∀ϵ > 0 there is
δ = δ(ϵ) > 0 such that any solution x(t) of 2.21 which satisfies the inequality
|x(s) − x̃(s)| < δ for some s ≥ 0 is defined and satisfies the inequality |x(t) −
x̃(t)| < ϵ for all t ≥ s.

Definition 29. The solution x̃(t) is called uniformly asymptotically stable if in
addition to uniformly stable there is a δ0 > 0 and for each ϵ > 0 a corresponding
T = T (ϵ) > 0 such that if |x(s)− x̃(s)| ≤ δ0 for some s ≥ 0 then |x(t)− x̃(t)| < ϵ
for all t ≥ s+ T .

Consider linear differential equations ẋ = A(t)x, whereA(t) is a continuous n×n

matrix function for 0 ≤ t <∞. LetX(t) be the fundamental matrix for the linear

differential equation. It may be easily shown that the solution x = 0 of ẋ = A(t)x

is uniformly stable⇔ there exists a constantK > 0 such that

|X(t)X−1(s)| ≤ K for 0 ≤ s ≤ t <∞.

It is uniformly asymptotically stable⇔ ∃K > 0, α:

|X(t)X−1(s)| ≤ Ke−α(t−s) for 0 ≤ s ≤ t <∞.

Definition 30 (Ordinary dichotomy). LetA(t) bematrix function defined and con-
tinuous for all t ∈ R. We say that the linear differential equation
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ẋ = A(t)x

has an ordinary dichotomy if it has a fundamental matrix X(t) such that

‖X(t)PX−1(s)‖ ≤ K for s ≤ t,
‖X(t)(I − P )X−1(s)‖ ≤ K for s ≥ t,

where ‖·‖ is operator norm, P is a projection (P 2 = P ) andK is positive constant.

Definition 31 (Exponential dichotomy). Let A(t) be matrix function defined and
continuous for all t ∈ R. We say that the linear differential equation

ẋ = A(t)x

has an exponential dichotomy if it has a fundamental matrix X(t) such that

‖X(t)PX−1(s)‖ ≤ Ke−α(t−s) for s ≤ t,
‖X(t)(I − P )X−1(s)‖ ≤ Ke−α(s−t) for s ≥ t,

where ‖ · ‖ is operator norm, P is a projection (P 2 = P ) and K, α are positive
constant.

If a linear system has an exponential dichotomy, then it has an ordinary dichotomy

with asymptotically stable manifolds but the reverse does not hold. The non-

homogeneous linear equation

ẋ = A(t)x+ f(t)

has a unique bounded solution x(t) given by

x(t) =
t∫

−∞
X(t)PX−1(s)f(s)ds−

∞∫
t

X(t)(I − P )X−1(s)f(s)ds

and an elementary calculation yield the inequality

|x(t)| ≤ 2K

α
sup

−∞<r<∞
|f(t)|,

if f(t) is bounded continuous vector function. If A(t) is a constant matrix, then

ẋ = A(t)x has an exponential dichotomy if and only if none of the eigenvalues of

A has zero real part.
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Theorem 23. Suppose A(t) is a continuous matrix function such that the linear
equation ẋ = A(t)x has a fundamental matrix X(t) satisfying exponential di-
chotomy. Suppose f(t, x) is a continuous function of R×R into Rn such that

|f(t, x)| ≤ µ

and

|f(t, x1)− f(t, x2)| ≤ γ|x1 − x2|

for all t, x, x1, x2. Then if

∆γK ≤ α,

there is a unique function H(t, x) of R×Rn → Rn satisfying

• H(t, x)-x is bounded in R×Rn;

• if x(t) is any solution of the differential equations

ẋ = A(t) + f(t, x),

then H(t, x(t)) is a solution of ẋ = A(t)x.

Moreover, H is continuous in R×Rn and

|H(t, x)− x| ≤ 4Kµα−1

for all t, x. For each fixed t, Ht(x) = H(t, x) is a homeomorphism of Rn.
L(t, x) = H−1

t (x) is continuous inR×Rn and if y(t) is any solutions of ẋ = A(t)x
then L(t, y(t)) is a solution of ẋ = A(t)x+ f(t, x).

Although theorem is concerned with Rn, with minor changes the theorem is true

when Rn is replaced by an arbitrary Banach space.

Recently Grobman-Hartman-Palmer linearization theorems have been extended to

systems of differential equations in Rn with generalized exponential and ordinary

dichotomy in papers [67], [34], [35], [68], [69], [70].
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2.3 Dynamical equivalence of quasi-linear differen-
tial equations

Here we generalize Grobman-Hartman-Palmer results, even for Rn, by relaxing

condition on the linear part A while strengthening condition on the nonlinear part

f . We use Green type map and integral functional equation technique [52], [53],

[54] to substantially simplify the proof. Moreover, we use a different method to

prove the dynamical equivalence. Furthermore, for more general point of view,

we consider nonautonomous differential equations and nonautonomous difference

equations in an arbitrary Banach space. To highlight our improvement comparing

to previous results, we use an example where the linear part of the differential

equation even does not possess an ordinary dichotomy.

Using a suitable bump function and change of variables, it is possible to reduce the

analysis of local equivalence of equations to investigation of global equivalence

of equations.

Further in this section we refer to author‘s publication 1.

Let X be a Banach space and let L(X) be the Banach space of bounded linear

maps. Consider the quasi-linear differential equations

ẋ = A(t)x+ f1(t, x) (2.31)

and

ẋ = A(t)x+ f2(t, x) (2.32)

on X , where A : R → L(X) is integrable in the Bochner‘s sense. In addition,

suppose that maps fi : R×X → X , i = 1, 2 are locally integrable in the Bochner‘s

sense with respect to t for fixed x, satisfy Lipschitz conditions

|fi(t, x)− fi(t, x
′)| ≤ ε(t)|x− x′|, i = 1, 2

and
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sup
x

|f1(t, x)− f2(t, x)| ≤ N(t) < +∞,

where N : R → R+ and ε : R → R+ are integrable scalar functions. Let

xi(·, s, x) : R → X , i = 1, 2, be the solutions of equations 2.31 and 2.32 re-

spectively where xi(s, s, x) = x.

Definition 32. The differential equations 2.31 and 2.32 are globally dynamical
equivalent if there exists a continuous map H : R×X → X such that

(i) for each fixed t ∈ R the map H(t, ·) is homeomorphism;

(ii) supt,x |H(t, x)− x| ≤ +∞;

(iii) for all t ∈ R

H(t, x1(t, s, x)) = x2(t, s,H(s, x)).

Let

D = {(t, s) ∈ R2|t = s}.

Definition 33 (Green type map). A continuous map G : R2 \ D → L(X) is a
Green type map if

(i) it is a solution of linear differential equation

ẋ = A(t)x (2.33)

except for t = s;

(ii)

G(t+ 0, t)−G(t− 0, t) = I

where I is identity map.

Note that the differential equation 2.33 has infinitelymanyGreen typemaps. But if

the linear differential equation 2.33 has an exponential dichotomy then, moreover,

there exists an unique Green type map which satisfies the inequality
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|G(t, s)| ≤ Kexp(−λ|t− s|), K ≥ 1, λ > 0.

Therefore, the Green type map can be represented in the form

G(t, s) =

 U(t, s)P (s), if t > s

U(t, s)(P (s)− I), if t < s
,

where U(t, s) is the evolution operator of 2.33. Let us note that

U(t, τ )U(τ, s) = U(t, s)

and the solutions of 2.31 and 2.32 can be represented in the form

xi(t, s, x) = U(t, s)x+
t∫
s

U(t, τ )fi(τ, xi(τ, s, x))dτ, i = 1, 2.

Theorem 24. Suppose that the linear differential equations 2.33 has a Green type
map G(s, τ) ∈ L(X) such that

sup
s

+∞∫
−∞

|G(s, τ)|N(τ)dτ < +∞

sup
s

+∞∫
−∞

|G(s, τ)|ϵ(τ)dτ = q < 1.

Then the systems of differential equations 2.31 and 2.32 are globally dynamical
equivalent.

Proof. Consider the set of continuous, bounded maps

M =

{
h : R×X → X

∣∣∣∣sup
s,x

|h(s, x)| < +∞
}
.

It is easy to see thatM is a Banach space with the supremum norm

‖h‖ = sup
s,x

|h(s, x)|.
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We will seek the map establishing the equivalence of 2.31 and 2.32 in the form
H(s, x) = x+ h(s, x). We examine the following integro-functional equation

h(s, x) =

+∞∫
−∞

G(s, τ)(f2(τ, x1(τ, s, x) + h(τ, x1(τ, s, x)))− f1(τ, x1(τ, s, x)))dτ.

(2.34)
Let us consider the map h 7→ Th, h ∈ M define by the equality

Th(s, x) =

+∞∫
−∞

G(s, τ)(f2(τ, x1(τ, s, x)+h(τ, x1(τ, s, x)))−f1(τ, x1(τ, s, x)))dτ.

Because of boundedness, Lipschitz condition and condition of the Theorem 24,
also Th(s, x) ∈ M.

(i) Since sup
x

|f1(t, x)− f2(t, x)| ≤ N(t) < +∞, also

sup
x

|f2(t, x1(t, s, x) + h(t, x1(t, s, x)))− f1(t, x1(t, s, x))| ≤ N(t) < +∞.

(ii)
sup
x

|Th(s, x)| =

= sup
x

∣∣∣∣∣∣
+∞∫

−∞

G(s, τ)(f2(τ, x1(τ, s, x) + h(τ, x1(τ, s, x)))− f1(τ, x1(τ, s, x)))dτ

∣∣∣∣∣∣
≤ sup

x

∣∣∣∣∣∣
+∞∫

−∞

G(s, τ)N(τ)dτ

∣∣∣∣∣∣ .
(iii) From condition of the Theorem 24

sup
s

+∞∫
−∞

|G(s, τ)|N(τ)dτ < +∞

⇒ sup
s,x

|Th(s, x)| < +∞ ⇒ Th(s, x) ∈ M.
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Next, we get
|Th(s, x)− Th′(s, x)| =

=

∣∣∣∣∣∣
+∞∫

−∞

G(s, τ)(f2(τ, x1(τ, s, x) + h(τ, x1(τ, s, x)))− f1(τ, x1(τ, s, x)))dτ−

−
+∞∫

−∞

G(s, τ)(f2(τ, x1(τ, s, x) + h′(τ, x1(τ, s, x)))− f1(τ, x1(τ, s, x)))dτ

∣∣∣∣∣∣ =
=

∣∣∣∣∣∣
+∞∫

−∞

G(s, τ)(f2(τ, x1(τ, s, x) + h(τ, x1(τ, s, x)))−(((((((((
f1(τ, x1(τ, s, x))−

−f2(τ, x1(τ, s, x) + h′(τ, x1(τ, s, x))) +(((((((((
f1(τ, x1(τ, s, x)))dτ

∣∣ =∣∣∣∣∣∣
+∞∫

−∞

G(s, τ)(f2(τ, x1(τ, s, x) + h(τ, x1(τ, s, x)))− f2(τ, x1(τ, s, x) + h′(τ, x1(τ, s, x))))dτ

∣∣∣∣∣∣ ≤
≤

+∞∫
−∞

|G(s, τ)| ϵ(τ) |h(τ, x1(τ, s, x))− h′(τ, x1(τ, s, x))| dτ ≤

≤ sup
s

+∞∫
−∞

|G(s, τ)| ϵ(τ) |h(τ, x1(τ, s, x))− h′(τ, x1(τ, s, x))| dτ ≤

From a Banach space supremum norm obtain

≤ sup
s

+∞∫
−∞

|G(s, τ)| ϵ(τ)dτ ||h− h′| | =

and from condition of the Theorem 24 follows

= q ||h− h′| |,

where q < 1. Thus, the map T is a contraction and consequently the integro-
functional equation 2.34 has a unique solution inM. We have

h(t, x1(t, s, x)) =

+∞∫
−∞

G(t, τ )(f2(τ, x1(τ, s, x)+h(τ, x1(τ, s, x)))−f1(τ, x1(τ, s, x)))dτ =
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=

t∫
−∞

G(t, τ )(f2(τ, x1(τ, s, x) + h(τ, x1(τ, s, x)))− f1(τ, x1(τ, s, x)))dτ+

+

+∞∫
t

G(t, τ )(f2(τ, x1(τ, s, x) + h(τ, x1(τ, s, x)))− f1(τ, x1(τ, s, x)))dτ =

=

s∫
−∞

U(t, s)G(s, τ)(f2(τ, x1(τ, s, x)+h(τ, x1(τ, s, x)))−f1(τ, x1(τ, s, x)))dτ+

+

t∫
s

U(t, τ )P (τ)(f2(τ, x1(τ, s, x) + h(τ, x1(τ, s, x)))− f1(τ, x1(τ, s, x)))dτ+

+

+∞∫
s

U(t, s)G(s, τ)(f2(τ, x1(τ, s, x)+h(τ, x1(τ, s, x)))− f1(τ, x1(τ, s, x)))dτ+

+

s∫
t

U(t, τ )(P (τ)−I)(f2(τ, x1(τ, s, x)+h(τ, x1(τ, s, x)))−f1(τ, x1(τ, s, x)))dτ =

U(t, s)

+∞∫
−∞

G(s, τ)(f2(τ, x1(τ, s, x) + h(τ, x1(τ, s, x)))− f1(τ, x1(τ, s, x)))dτ+

t∫
s

U(t, τ )(f2(τ, x1(τ, s, x) + h(τ, x1(τ, s, x)))− f1(τ, x1(τ, s, x)))dτ =

= U(t, s)h(s, x)+

t∫
s

U(t, τ )(f2(τ, x1(τ, s, x) + h(τ, x1(τ, s, x)))− f1(τ, x1(τ, s, x)))dτ,

because
t∫

s

U(t, τ )P (τ)(...)dτ +

s∫
t

U(t, τ )(P (τ)− I)(...)dτ =

=

t∫
s

U(t, τ )P (τ)(...)dτ −
t∫

s

U(t, τ )(P (τ)− I)(...)dτ =
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=

�����������t∫
s

U(t, τ )P (τ)(...)dτ −

�����������t∫
s

U(t, τ )P (τ)(...)dτ +

t∫
s

U(t, τ )(I)(...)dτ =

=

t∫
s

U(t, τ )(...)dτ

Consequently, we have

h(t, x1(t, s, x)) =

t∫
s

U(t, τ )(f2(τ, x1(τ, s, x)+h(τ, x1(τ, s, x)))−f1(τ, x1(τ, s, x)))dτ.

By separating integral into two parts obtain

h(t, x1(t, s, x)) =

t∫
s

U(t, τ )(f2(τ, x1(τ, s, x)+h(τ, x1(τ, s, x)))dτ−
t∫

s

U(t, τ )f1(τ, x1(τ, s, x)))dτ.

And then by taking one integral to the other side and adding U(t, s)x to both sides
obtain

U(t, s)x+ h(t, x1(t, s, x)) +

t∫
s

U(t, τ )f1(τ, x1(τ, s, x)))dτ =

= U(t, s)x+

t∫
s

U(t, τ )(f2(τ, x1(τ, s, x) + h(τ, x1(τ, s, x)))dτ.

Thus,
x1(t, s, x) + h(t, x1(t, s, x)) = x2(t, s, x+ h(s, x)).

Changing the roles of f1 and f2, we prove in the same way the existence of h′(s, x)
that satisfies the equality

x2(t, s, x) + h′(t, x2(t, s, x)) = x1(t, s, x+ h′(s, x)).

Designing H(s, x) = x+ h(s, x), H ′(s, x) = x+ h′(s, x), we get

H ′(t,H(t, x1(t, s, x))) = x1(t, s,H
′(s,H(s, x))),

H(t,H ′(t, x2(t, s, x))) = x2(t, s,H(s,H ′(s, x))).

Taking into account uniqueness of maps H ′(t,H(t, ·))− I and H(t,H ′(t, ·))− I
inM we have H ′(t,H(t, ·)) = I and H(t,H ′(t, ·)) = I and therefore H(t, ·) is a
homeomorphism establishing a dynamical equivalence of the 2.31 and 2.32.
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Let f2(t, x) = 0. Then Theorem 24 implies that differential equations 2.31 and

2.33 are globally dynamical equivalent.

2.3.1 Example

Consider the system of quasi-linear differential equation in R3

ẋ = A(t)x+ f(t, x) (2.35)

where

A(t) =


0 −1 0

1 0 0

0 0 − 2t
1+t2


|f(t, x)− f(t, x′)| ≤ ϵ(t)|x− x′|

and

sup
x

|f(t, x)| ≤ N(t) < +∞.

Then the fundamental matrix of the linear differential equations system

ẋ = A(t)x

takes the form

U(t, s) =


cos(t− s) −sin(t− s) 0

sin(t− s) cos(t− s) 0

0 0 −1+s2

1+t2

 .

The corresponding Green type map can be represented in the form

G(t, s) =


0 0 0

0 0 0

0 0 −1+s2

1+t2

 , if t > s.
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G(t, s) =


cos(t− s) −sin(t− s) 0

sin(t− s) cos(t− s) 0

0 0 0

 , if t < s.

If

sup
t

+∞∫
−∞

|G(t, s)|ε(s)ds ≤
+∞∫

−∞

(1 + s2)ε(s)ds < 1

and

sup
t

+∞∫
−∞

|G(t, s)|N(s)ds ≤
+∞∫

−∞

(1 + s2)N(s)ds < +∞

then, in accordance with the Theorem 24, the system 2.35 is globally dynamically

equivalent to the linear one

ẋ = A(t)x. (2.36)

The system 2.36 does not even have an ordinary dichotomy [15].

2.4 Dynamical equivalence of invertible difference
equations

In this section we refer to author‘s publication 1.

We generalize this result of invertible semilinear difference equations

x(t+ 1) = A(t)x(t) + f1(t, x(t)) (2.41)

and

x(t+ 1) = A(t)x(t) + f2(t, x(t)) (2.42)

on X , where the map A(t) ∈ L(X) is invertible, the maps fi : Z × X → X ,

i = 1, 2, satisfy the estimates

|f1(t, x)− f2(t, x)| ≤ N(t) < +∞

|fi(t, x)− fi(t, x
′)| ≤ ϵ(t) |x− x′| i = 1, 2
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and sup
t
(||A−1(t)||ϵ(t)) < 1.

Definition 34. The difference equations 2.41 and 2.42 are globally dynamical
equivalent if there exists a continuous map H : Z×X → X such that

(i) for each fixed t ∈ Z map H(t, ·) : X → X is a homeomorphism;

(ii) sup
t,x

|H(t, x)− x| < +∞;

(iii) for all t ∈ Z
H(t, x1(t, s, xs)) = x2(t, s,H(s, xs)).

Definition 35. The map G : Z2 → L(X) is a Green type map if

(i) G(t+ 1, s) = A(t)G(t, s), t 6= s− 1;

(ii) G(t, t) = A(t)G(t− 1, t) + I.

Theorem 25. Suppose that the linear difference equation

x(t+ 1) = A(t)x(t) (2.43)

has a Green type map G(t, s) ∈ L(X) such that

sup
t∈Z

+∞∑
s=−∞

|G(t, s+ 1)|N(s) < +∞

sup
t∈Z

+∞∑
s=−∞

|G(t, s+ 1)| ϵ(s) = q < 1,

then the difference equations 2.41 and 2.42 are globally dynamical equivalent. To

prove Theorem 25, we prove that the following functional equation

h(s, xs) =
+∞∑

i=−∞

G(s, i+1)(f2(i, x1(i, s, xs)+h(i, x1(i, s, xs)))−f1(i, x1(i, s, xs)))

has unique continuous and bounded solution. The proof is similar to the proof for

differential equations.
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Proof. Consider the set of continuous, bounded maps

M =

{
h : R×X → X

∣∣∣∣sup
s,x

|h(s, xs)| < +∞
}

M is a Banach space with the supremum norm

‖h‖ = sup
s,x

|h(s, xs)|.

We will seek the map establishing the equivalence of 2.41 and 2.42 in the form
H(s, xs) = xs + h(s, xs). We examine the following functional equation

h(s, xs) =
+∞∑

i=−∞

G(s, i+1)(f2(i, x1(i, s, xs)+h(i, x1(i, s, xs)))−f1(i, x1(i, s, xs)))dτ.

(2.44)
Let us consider the map h 7→ Th, h ∈ M define by the equality

Th(s, xs) =
+∞∑

i=−∞

G(s, i+1)(f2(i, x1(i, s, xs)+h(i, x1(i, s, xs)))−f1(i, x1(i, s, xs)))dτ.

Because of boundedness, Lipschitz condition and condition of the Theorem 25,
also Th(s, xs) ∈ M. Next, we get

|Th(s, xs)− Th′(s, xs)| =

=

∣∣∣∣∣
+∞∑

i=−∞

G(s, i+ 1)(f2(i, x1(i, s, xs) + h(i, x1(i, s, xs)))− f1(i, x1(i, s, xs)))−

−
+∞∑

i=−∞

G(s, i+ 1)(f2(i, x1(i, s, xs) + h′(i, x1(i, s, xs)))− f1(i, x1(i, s, xs)))

∣∣∣∣∣ =
=

∣∣∣∣∣
+∞∑

i=−∞

G(s, i+ 1)(f2(i, x1(i, s, xs) + h(i, x1(i, s, xs)))−(((((((((
f1(i, x1(i, s, xs))−

−f2(i, x1(i, s, xs) + h′(i, x1(i, s, xs))) +(((((((((
f1(i, x1(i, s, xs)))

∣∣ =∣∣∣∣∣
+∞∑

i=−∞

G(s, i+ 1)(f2(i, x1(i, s, xs) + h(i, x1(i, s, xs)))− f2(i, x1(i, s, xs) + h′(i, x1(i, s, xs))))

∣∣∣∣∣ ≤
≤

+∞∑
i=−∞

|G(s, i+ 1)| ϵ(i) |h(i, x1(i, s, xs))− h′(i, x1(i, s, xs))| ≤
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≤ sup
s∈Z

+∞∑
i=−∞

|G(s, i+ 1)| ϵ(i) |h(i, x1(i, s, xs))− h′(i, x1(i, s, xs))| ≤

≤ sup
s∈Z

+∞∑
i=−∞

|G(s, i+ 1)| ϵ(i) ||h− h′| | = q ||h− h′| |,

where q < 1. Thus, the map T is a contraction and consequently the functional
equation 2.44 has a unique solution inM. We have

h(t, x1(t, s, xs)) =
+∞∑

i=−∞

G(t, i+1)(f2(i, x1(i, s, xs)+h(i, x1(i, s, xs)))−f1(i, x1(i, s, xs))) =

=
t∑

i=−∞

G(t, i+ 1)(f2(i, x1(i, s, xs) + h(i, x1(i, s, xs)))− f1(i, x1(i, s, xs)))+

+
+∞∑
i=t

G(t, i+ 1)(f2(i, x1(i, s, xs) + h(i, x1(i, s, xs)))− f1(i, x1(i, s, xs))) =

=
s∑

i=−∞

U(t, s)G(s, i+1)(f2(i, x1(i, s, xs)+h(i, x1(i, s, xs)))−f1(i, x1(i, s, xs)))+

+
t∑

i=s

U(t, i)P (i)(f2(i, x1(i, s, xs) + h(i, x1(i, s, xs)))− f1(i, x1(i, s, xs)))+

+
+∞∑
i=s

U(t, s)G(s, i+1)(f2(i, x1(i, s, xs)+h(i, x1(i, s, xs)))−f1(i, x1(i, s, xs)))+

+
s∑

i=t

U(t, i)(P (i)−I)(f2(i, x1(i, s, xs)+h(i, x1(i, s, xs)))−f1(i, x1(i, s, xs))) =

U(t, s)
+∞∑

i=−∞

G(s, i+1)(f2(i, x1(i, s, xs)+h(i, x1(i, s, xs)))−f1(i, x1(i, s, xs)))+

t∑
i=s

U(t, i)(f2(i, x1(i, s, xs) + h(i, x1(i, s, xs)))− f1(i, x1(i, s, xs)))

= U(t, s)h(s, x)+

t∑
i=s

U(t, i)(f2(i, x1(i, s, xs) + h(i, x1(i, s, xs)))− f1(i, x1(i, s, xs))).
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Consequently, we have

h(t, x1(t, s, xs)) =
t∑

i=s

U(t, i)(f2(i, x1(i, s, xs)+h(i, x1(i, s, xs)))−f1(i, x1(i, s, xs))).

By splitting sum into two parts obtain

h(t, x1(t, s, xs)) =
t∑

i=s

U(t, i)(f2(i, x1(i, s, xs)+h(i, x1(i, s, xs)))−
t∑

i=s

U(t, i)f1(i, x1(i, s, xs)))

and then by taking one sum to the other side and adding U(t, s)x to both sides
obtain

U(t, s)xs + h(t, x1(t, s, xs)) +
t∑

i=s

U(t, i)f1(i, x1(i, s, xs))) =

= U(t, s)xs +
t∑

i=s

U(t, i)(f2(i, x1(i, s, xs) + h(i, x1(i, s, xs))).

Thus,
x1(t, s, xs) + h(t, x1(t, s, xs)) = x2(t, s, xs + h(s, xs)).

Changing the roles of f1 and f2, we prove in the sameway the existence of h′(s, xs)
that satisfies the equality

x2(t, s, xs) + h′(t, x2(t, s, xs)) = x1(t, s, xs + h′(s, xs)).

Designing H(s, xs) = xs + h(s, xs), H ′(s, xs) = xs + h′(s, xs), we get

H ′(t,H(t, x1(t, s, xs))) = x1(t, s,H
′(s,H(s, xs))),

H(t,H ′(t, x2(t, s, xs))) = x2(t, s,H(s,H ′(s, xs))).

Taking into account uniqueness of maps H ′(t,H(t, ·))− I and H(t,H ′(t, ·))− I
inM we have H ′(t,H(t, ·)) = I and H(t,H ′(t, ·)) = I and therefore H(t, ·) is a
homeomorphism establishing a dynamical equivalence of the 2.41 and 2.42.
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3 Grobman-Hartman theorem of
impulsive equations

Many evolution processes are characterized by the fact that at certain moment of

time they experience rapid change of state. To describe it mathematically some-

times it is natural to assume that this change is instantaneous, that is impulse.

Example of such processes can be found in biology (many biological phenom-

ena involving thresholds, medicine (bursting patterns in neurology or movement

of drugs within the body), economics (optimization in logistics or production).

Therefore, differential equations involving impulse effect appear as a natural de-

scription of observed evolution of several real world problems. The theory of

impulsive differential equations are wider comparing to the corresponding theory

of differential equations without impulse effect. For example, impulsive differ-

ential equation may indicate several new ideas and interpretation such as rhyth-

mical beating, merging of solutions, and non-continuability of solutions. The in-

terest of ordinary differential equations with impulses are not new. In 1937 N.M.

Kruylov and N.N. Bogolyubov showed example about model of clock involving

impulses in their monograph Introduction to Nonlinear Mechanics. The first in-

vestigators of differential equations with impulses were Myshkis and Milman [44]

in 1960. A systematic study on impulsive differential equations was presented

in the monographs-Lakshmikantham, Bainov and Simeonov (1989) [40], Bainov,

Kostadinov, Minh (1994) [6] and Samoilenko, Perestyuk (1995) [61]. Manymath-
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ematicians made great contributions to the dynamical equivalence problem of im-

pulsive differential equation.

Let us consider linear homogeneous impulsive differential system

ẋ = A(t)x, t 6= τi

4x|t=τi = x(τi + 0)− x(τi − 0) = Bix.
(3.01)

Matrix A(t) is n × n constant matrix, Bi are constant matrices, τi ∈ L are fixed

times indexed by a set or subset of integers such that τi < τi+1. The following

theorem is not only important result for linear system of type 3.01 but also by it‘s

proof the construction of solutions is represented.

Theorem 26. Let an interval [t0, t0+h]⊂ L contain a finite number of points τi.
Then for any x0 ∈ Rn, a solution of system 3.01 x(t, x0), x(t0, x0) = x0, exists for
all t ∈ [t0, t0 + h]. Moreover if, for all i such that τi ∈ [t0, t0 + h], the matrices
I + Bi (where I is identity map) are nonsingular, then x(t, x0) 6= x(t, y0) for all
t ∈ [t0, t0 + h] if x0 6= y0.

Let t0 < τj < τj+1 < ... < τj+k ≤ t0 + h. By Picard theorem, a solution

x = φj(t), φj(t0) = x0, of system

ẋ = A(t)x (3.02)

exists on [t0, τj] for any x0 ∈ Rn and is unique.

• For t ∈ [t0, τj] set x(t, x0) = φj(t).

• For t = τj from system 3.01 obtain

x(τj + 0, x0) = (I +Bj)x(τj, x0) = x+j .

• For t ∈ [τj, τj+1] again by the Picard theorem there exists a unique solution

of system 3.01

x = φj+1(t), φj+1(τj) = x+j .
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• For t = τj+1

x(τj+1 + 0, x0) = (I +Bj+1)x
+
j = (I +Bj+1)(I +Bj)x(τj, x0) = x+j+1.

• And so on.

On the sequel, we will investigate only the systems, for which the following con-

dition hold:

1) any compact interval [a, b] contains only a finite number of the points τi;

2) for all i such that τi ∈ L, the matrices I +Bi are nonsingular.

Under these assumptions, the following theorem is true:

Theorem 27. The set X of all the solutions of linear homogeneous impulsive dif-
ferential system 3.01, which are defined on the interval [a, b] form n-dimensional
vector space.

A basis in the space X is called a fundamental system of solution of 3.01. This

theorem has a number of important corollaries.

1. System 3.01 has a fundamental system of n solutions of φ1(t), φ2(t), ...,

φn(t).

2. Every solution of system 3.01 is a linear combination of solutions of the

fundamental system.

3. Any n+ 1 solutions of 3.01 are linearly dependent.

Matrix X(t) is called fundamental matrix. Notation X(t, t0) is called matriciant

and satisfies the condition X(t0) = I . Let U(t, τ ) be a solution of the matrix

Cauchy problem

U̇ = A(t)U, U(τ, τ ) = I.
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Then any solution can be represented as

X(t) = U(t, τj+k)(I +Bj+k)U(τj+k, τj+k−1)(I +Bj+k−1)...

...(I +Bj)U(τj, t0)X(t0),

τj−1 < t0 ≤ τj < τj+k < t < τj+k−1.

For X(t, x0) we have

X(t, t0) = U(t, τj+k)(I +Bj+k)U(τj+k, τj+k−1)(I +Bj+k−1)...

...(I +Bj)U(τj, t0),

τj−1 < t0 ≤ τj < τj+k < t < τj+k−1.

or

X(t, t0) = U(t, τj+k)(I +Bj+k)
1∏

ν=k

U(τj+ν , τj+ν−1)× (I +Bj+ν−1)U(τj, t0),

τj−1 < t0 ≤ τj < τj+k < t < τj+k−1.

Further we consider impulsive equation of the form

ẋ = A(t)x+ f(t, x), t 6= τi

4 x|t=τi = x(τi + 0)− x(τi − 0) = (3.03)

= Bix(τi − 0) + Iix(τi − 0),

where impulse might be into linear and nonlinear part and where i ∈ Z, x ∈ X

and X is a complex Banach space.

...τ−2 < τ−1 < τ0 < τ1 < τ2 < ...

and lim
i→+∞

τi = +∞ and lim
i→−∞

τi = −∞. We assume that there exists uniformly

in t ∈ R+

lim
T→+∞

m(i, i+ T )

T
= p < +∞, (3.04)

wherem(a, b) is defined as a number of points ti belonging to (a, b).
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Definition 36. By solution of 3.03 we understand a piecewise continuous function
x(t), t ∈ R+ with discontinuities of the first kind at the points τi, i ∈ Z such that
for every t 6= τn we have

ẋ = A(t)x(t) + f(t, x(t))

and x(t) satisfies 3.04 for every t = τi

Solution can be written in the form

x(t, t0, x0) = X(t, t0)x0+

t∫
t0

X(t, τ )f(x(τ, t0, x0))dτ+
∑

t0<τi<t

X(t, τi)Ii(x(τi, t0, x0)),

where

X(t, t0) = U(t, τj+k)(I +Bj+k)
1∏

ν=k

U(τj+ν , τj+ν−1)× (I +Bj+ν−1)U(tj, t0),

τj−1 < t0 ≤ τj+k < t ≤ τj+k+1,

U(t, τ ) is fundamental matrix, U(τ, τ ) = I , where I- identity map.

Figure 3.1: Sketch of solution of impulsive differential equation
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Example 17. As an example, let us solve linear impulsive differential equation
with constant coefficient.

ẋ1 = 2x2 t 6= τi
ẋ2 = −x1 + 3x2 t 6= τi

4x1
∣∣∣∣
t=τi

= −3
2
x1 − 2

3
x2

4x2
∣∣∣∣
t=τi

= −1
3
x1 +

1
2
x2

.

Or in matrix form 
ẋ = A(t)x t 6= τi

4x|t=τi = Bix
,

where x =

(
x1
x2

)
, A =

(
0 2
−1 3

)
and B =

(
−3

2
−2

3

−1
3

−1
2

)
.

AB =

(
0 2
−1 3

)(
−3

2
−2

3

−1
3

−1
2

)
=

(
−2

3
−1

3
2
− 1 −2

3
− 3

2

)
=

=

(
−2

3
−1

1
2

−13
6

)
and

BA =

(
−3

2
−2

3

−1
3

−1
2

)(
0 2
−1 3

)
=

(
−2

3
−1

1
2
− 1 −2

3
− 3

2

)
=

=

(
−2

3
−1

1
2

−13
6

)
.

Next, we find eigenvalues∣∣∣∣ −λ 2
−1 3− λ

∣∣∣∣ = λ2 − 3λ+ 2 = 0,

λ1 = 2, λ2 = 1

and corresponding eigenvectors
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λ1 = 2 λ2 = 1(
−2 2
−1 3− 2

)(
a
b

)
=

(
0
0

) (
−1 2
−1 3− 1

)(
a
b

)
=

(
0
0

)
(

−2a+ 2b
−a+ b

)
=

(
0
0

) (
−a+ 2b
−a+ 2b

)
=

(
0
0

)

v1 =

(
1
1

)
v2 =

(
1
2

)
.

Since A and B commute, then solutions of equation can be written as x(t, x0) =
eA(t−t0)(I + B)i(t,t0)x0, where i(t, t0) is the number of points τi which are in the
segment [t0, t) and furthermore

x(t, x0) = eλt(I +B)i(t,0)x0,

where λ-eigenvalue and x0-corresponding eigenvector.

x(1)(t) = e2t(I +B)i(0,t)
(

1
1

)
x(2)(t) = et(I +B)i(0,t)

(
1
2

)
,

where
I +B =

(
1 0
0 1

)
+

(
−3

2
2
3

−1
3

−1
2

)
=

(
−1

2
2
3

−1
3

1
2

)
.

Therefore, solutions of the given example for t > 0 is as follows:

x(t) =

(
x1(t)
x2(t)

)
= (I +B)i(0,t)(C1e

2t

(
1
1

)
+ C2e

t

(
1
2

)
).

Denote I +B byM and compute first several powers

M2 =

(
−1

2
2
3

−1
3

1
2

)(
−1

2
2
3

−1
3

1
2

)
=

(
− 1

36
0

0 1
36

)

M3 =M2M =

(
− 1

36
0

0 1
36

)(
−1

2
2
3

−1
3

1
2

)
=

(
− 1

36∗2
2

36∗3
− 1

36∗3
1

36∗2

)
=

(
− 1

62∗2
2

62∗3
− 1

62∗3
1

62∗2

)
M4 =M3M =

(
− 1

62∗2
2

62∗3
− 1

62∗3
1

62∗2

)(
−1

2
2
3

−1
3

1
2

)
=

(
1
64

0
0 1

64

)
M5 =M4M =

(
1
64

0
0 1

64

)(
−1

2
2
3

−1
3

1
2

)
=

(
− 1

64∗2
2

64∗3
− 1

64∗3
1

64∗2

)
...

M2k =

(
1

62k
0

0 1
62k

)
65



M2k+1 =

(
− 1

62k∗2
2

62k∗3
− 1

62k∗3
1

62k∗2

)
.

If τ2k < t ≤ τ2k+1 then

x1(t) =
1

62k
(C1e

2t + C2e
t),

x2(t) =
1

62k
(C1e

2t + 2C2e
t).

If τ2k+1 < t ≤ τ2k+2 then

x1(t) = − 1

2 ∗ 62k
(C1e

2t + C2e
t) +

2

3 ∗ 62k
(C1e

2t + 2C2e
t),

x2(t) = − 1

3 ∗ 62k
(C1e

2t + C2e
t) +

2

2 ∗ 62k
(C1e

2t + 2C2e
t).

Example shows that even for simplified case of impulsive equations solutions is

quite complicated. Also, other results for impulsive equations can get very compli-

cated, for example, the linearization problem. The equivalence problem involving

impulse effect was first considered by A. Reinfelds and L. Sermone [56], [57],

[62]. Other generalizations of the linearization problem are reported in [55], [67],

[69] and [70]. In previous papers uniform dichotomy is required but in this these

results are generalized with nonuniform dichotomy. Nonuniform hyperbolic dy-

namics for Grobman-Hartman theorem was consider by Barreira and Valls [9],

[10] but not for impulsive equations. Therefore, nonuniform hyperbolic dynamics

for impulsive equations is novelty.

In our research we generalize these results. We use Green type map and integral

functional equation technique [52] to substantially simplify the proof. For more

general point of view we consider impulsive differential equations in arbitrary Ba-

nach space. To highlight our improvement comparing to previous results, we use

an example, where the linear part of the differential equations even does not pos-

sess an ordinary dichotomy. Using the suitable bump function and the change of

variables it is possible to reduce the analysis of local equivalence of equations to

investigation of the global equivalence of equations.
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3.1 Main result and proof

In this section we refer to author‘s publication 2.

LetX be a Banach space and letL(X) be the Banach space of bounded linear maps.

Consider the following impulsive differential equations

ẋ = A(t)x+ f1(t, x), t 6= τi

∆x|t=τi = x(τi + 0)− x(τi − 0) = Cix(τi − 0) + p1i(x(τi − 0))
(3.11)

and

ẋ = A(t)x+ f2(t, x), t 6= τi

∆x|t=τi = x(τi + 0)− x(τi − 0) = Cix(τi − 0) + p2i(x(τi − 0))
(3.12)

where:

(i) the map A : R → L(X) is locally integrable in the Bochner’s sense;

(ii) the maps fj : R × X → X, j = 1, 2 are locally integrable in the Bochner’s

sense with respect to t for fixed x, and, in addition they satisfy the Lipschitz

conditions

|fj(t, x)− fj(t, x
′)| ≤ ε(t)|x− x′|, j = 1, 2,

and the estimate

sup
x

|f1(t, x)− f2(t, x)| ≤ N(t) < +∞,

where N : R → R+ and ε : R → R+ are integrable scalar functions;

(iii) for i ∈ Z, Ci ∈ L(X), the maps p1i : X → X, p2i : X → X satisfy the

Lipschitz conditions and the estimates

|pji(x)− pji(x
′)| ≤ ε(τi − 0)|x− x′|, j = 1, 2,

|p1i(x)− p2i(x)| ≤ N(τi − 0) < +∞;
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(iv) themaps x→ x+Cix are homeomorphisms and supi |(I+Ci)
−1ε(τi−0)| <

1, where I is the identity map;

(v) the moments τi of impulse effect form a strictly increasing sequence

. . . < τ−2 < τ−1 < τ0 < τ1 < τ2 < . . .

where the limit point may be only ±∞.

Note that condition (iv) implies continuability of solutions (3.11) and (3.12) in the

negative direction. Furthermore, condition (v) together with the Lipschitz property

with respect to x of the right hand side ensures that there is a unique solution

defined on R. Let xj(·, s, x) : R → X, j = 1, 2, be the solutions of impulsive

differential equations (3.11), (3.12) respectively where xj(s, s, x) = x. At the

break points τi the value for solutions are taken at τi + 0. For short, we will use

the notation xj(t) = xj(t, s, x).

Using the suitable bump function, it is possible to reduce the analysis of local

equivalence in a fixed radius tabular neighbourhood of the origin to investigation

of the global equivalence.

Definition 37. The impulsive differential equations (3.11) and (3.12) are globally
dynamical equivalent if there exists a map H : R× X → X such that

(i) for each fixed t ∈ R the map H(t, ·) : X → X is a homeomorphism;

(ii) sup
t,x

|H(t, x)− x| < +∞;

(iii) for all t ∈ R
H(t, x1(t, s, x)) = x2(t, s,H(s, x)).

Let

D = {(t, s) ∈ R2 | t = s}.

Definition 38. A continuous map G : R2\D → L(X) is Green type map if
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(i) G(·, s) is solution of linear impulsive differential equation

ẋ = A(t)x
∆x|t=τi = Cix(τi − 0)

(3.13)

except of t = s;

(ii)
G(t+ 0, t)−G(t− 0, t) = I.

Note that the linear impulsive differential equation (3.13) has infinitelymanyGreen

type maps. But if the linear impulsive differential equation (3.13) has an exponen-

tial dichotomy, thenmoreover there exists a unique Green typemapwhich satisfies

the inequality

|G(t, s)| ≤ K exp(−λ|t− s|), K ≥ 1, λ > 0.

Therefore, the Green type map can be represented in the form

G(t, s) =

U(t, s)P (s), if t > s

U(t, s)(P (s)− I), if t < s

,

where U(t, s) is evolution operator of (3.13). Let us note that

U(t, τ )U(τ, s) = U(t, s).

The solutions of (3.11) and (3.12) for t ≥ s can be represented in the form

xj(t, s, x) = U(t, s)x+

t∫
s

U(t, τ )fj(τ, xj(τ, s, x)) dτ,

+
∑

s<τi≤t

U(t, τi)pji(xj(τi − 0, s, x)), j = 1, 2.

Theorem 28. Suppose that the linear impulsive differential equation (3.13) has a
Green type map G(s, τ) ∈ L(X) such that

sup
s

 +∞∫
−∞

|G(s, τ)|N(τ) dτ +
+∞∑

i=−∞

|G(s, τi)|N(τi − 0)

 < +∞,
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sup
s

 +∞∫
−∞

|G(s, τ)|ε(τ) dτ +
+∞∑

i=−∞

|G(s, τi)|ε(τi − 0)

 = q < 1.

Then the impulsive differential equations (3.11) and (3.12) are globally dynamical
equivalent.

Proof. Let PC(R × X,X) be a set of maps h : R × X → X that are bounded,
continuous for (s, x) ∈ [τi, τi+1)×X and have discontinuities of the first kind for
s = τi. The set

M =

{
h ∈ PC(R× X,X)

∣∣∣∣ sup
s,x

|h(s, x)| < +∞
}

is Banach space with the supremum norm

‖h‖ = sup
s,x

|h(s, x)|.

We will seek the map establishing the equivalence of (3.11) and (3.12) in the form
H(s, x) = x+ h(s, x). We examine the following integro-functional equation

h(s, x) =

+∞∫
−∞

G(s, τ)

(
f2

(
τ, x1(τ) + h(τ, x1(τ))

)
− f1(τ, x1(τ))

)
dτ (3.14)

+
+∞∑

i=−∞

G(s, τi)

(
p2i

(
x1(τi − 0) + h(τi − 0, x1(τi − 0))

)
− p1i(x1(τi − 0))

)
.

Let us consider the map h 7→ Th, h ∈ M defined by the equality

Th(s, x) =

+∞∫
−∞

G(s, τ)

(
f2

(
τ, x1(τ) + h(τ, x1(τ))

)
− f1(τ, x1(τ))

)
dτ

+
+∞∑

i=−∞

G(s, τi)

(
p2i

(
x1(τi − 0) + h(τi − 0, x1(τi − 0))

)
− p1i(x1(τi − 0))

)
.

Because of Lipschitz condition and conditions of the Theorem 28, also Th ∈
M. Next, we get

|Th(s, x)− Th′(s, x)|

=

∣∣∣∣∣∣
+∞∫

−∞

G(s, τ)

(
f2

(
τ, x1(τ) + h(τ, x1(τ))

)
− f2

(
τ, x1(τ) + h′(τ, x1(τ))

))
dτ
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+
+∞∑

i=−∞

G(s, τi)

(
p2i(x1(τi − 0) + h(τi − 0, x1(τi − 0))

)
−

−p2i
(
x1(τi − 0) + h′(τi − 0, x1(τi − 0))

)∣∣∣∣
≤

+∞∫
−∞

|G(s, τ)|ε(τ)|h(τ, x1(τ))− h′(τ, x1(τ))| dτ

+
+∞∑

i=−∞

|G(s, τi)|ε(τi − 0)|h(τi − 0, x1(τi − 0))− h′(τi − 0, x1(τi − 0))|

≤ sup
s

 +∞∫
−∞

|G(s, τ)|ε(τ) dτ +
+∞∑

i=−∞

|G(s, τi)|ε(τi − 0)

 ‖h− h′‖

= q‖h− h′‖,

where q < 1. Thus, the map T is a contraction and consequently the integro-
functional equation (3.14) has a unique solution inM.
We have

h(t, x1(t))

=

+∞∫
−∞

G(t, τ )

(
f2

(
τ, x1(τ) + h(τ, x1(τ))

)
− f1(τ, x1(τ))

)
dτ

+
+∞∑

i=−∞

G(t, τi)

(
p2i

(
x1(τi − 0) + h(τi − 0, x1(τi − 0))

)
− p1i(x1(τi − 0))

)

=

t∫
−∞

G(t, τ )

(
f2

(
τ, x1(τ) + h(τ, x1(τ))

)
− f1(τ, x1(τ))

)
dτ

+
∑
τi≤t

G(t, τi)

(
p2i

(
x1(τi − 0) + h(τi − 0, x1(τi − 0))

)
− p1i(x1(τi − 0))

)

+

+∞∫
t

G(t, τ )

(
f2

(
τ, x1(τ) + h(τ, x1(τ))

)
− f1(τ, x1(τ))

)
dτ

+
∑
t<τi

G(t, τi)

(
p2i

(
x1(τi − 0) + h(τi − 0, x1(τi − 0))

)
− p1i(x1(τi − 0))

)

71



=

s∫
−∞

U(t, s)G(s, τ)

(
f2

(
τ, x1(τ) + h(τ, x1(τ))

)
− f1(τ, x1(τ))

)
dτ

+
∑
τi≤s

U(t, s)G(s, τi)

(
p2i

(
x1(τi−0)+h(τi−0, x1(τi−0))

)
−p1i(x1(τi−0))

)

+

t∫
s

U(t, τ )P (τ)

(
f2

(
τ, x1(τ) + h(τ, x1(τ))

)
− f1(τ, x1(τ))

)
dτ

+
∑

s<τi≤t

U(t, τi)P (τi)

(
p2i

(
x1(τi−0)+h(τi−0, x1(τi−0))

)
−p1i(x1(τi−0))

)

+

+∞∫
s

U(t, s)G(s, τ)

(
f2

(
τ, x1(τ) + h(τ, x1(τ))

)
− f1(τ, x1(τ))

)
dτ

+
∑
s<τi

U(t, s)G(s, τi)

(
p2i

(
x1(τi−0)+h(τi−0, x1(τi−0))

)
−p1i(x1(τi−0))

)

+

s∫
t

U(t, τ )(P (τ)− I)

(
f2

(
τ, x1(τ) + h(τ, x1(τ))

)
− f1(τ, x1(τ))

)
dτ

+
∑

t<τi≤s

U(t, τi)(P (τi)−I)

(
p2i

(
x1(τi−0)+h(τi−0, x1(τi−0))

)
−p1i(x1(τi−0))

)

= U(t, s)

 +∞∫
−∞

G(s, τ)

(
f2

(
τ, x1(τ) + h(τ, x1(τ))

)
− f1(τ, x1(τ))

)
dτ

+
+∞∑

i=−∞

G(s, τi)

(
p2i

(
x1(τi − 0) + h(τi − 0, x1(τi − 0))

)
− p1i(x1(τi − 0))

))

+

t∫
s

U(t, τ )

(
f2

(
τ, x1(τ) + h(τ, x1(τ))

)
− f1(τ, x1(τ))

)
dτ

+
∑

s<τi≤t

U(t, τi)

(
p2i

(
x1(τi − 0) + h(τi − 0, x1(τi − 0))

)
− p1i(x1(τi − 0))

)
= U(t, s)h(s, x)
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+

t∫
s

U(t, τ )

(
f2

(
τ, x1(τ) + h(τ, x1(τ))

)
− f1(τ, x1(τ))

)
dτ

+
∑

s<τi≤t

U(t, τi)

(
p2i

(
x1(τi − 0) + h(τi − 0, x1(τi − 0))

)
− p1i(x1(τi − 0))

)
.

Consequently, we have

x1(t, s, x) + h(t, x1(t, s, x)) = x2(t, s, x+ h(s, x)).

Changing the roles of f1 and f2, we prove in the same way the existence of h′(s, x)
that satisfies the equality

x2(t, s, x) + h′(t, x2(t, s, x)) = x1(t, s, x+ h′(s, x)).

Designing
H(s, x) = x+ h(s, x), H ′(s, x) = x+ h′(s, x),

we get

H ′
(
t,H(t, x1(t, s, x))

)
= x1

(
t, s,H ′(s,H(s, x))

)
,

H

(
t,H ′(t, x2(t, s, x))

)
= x2

(
t, s,H(s,H ′(s, x))

)
.

Taking into account uniqueness of maps H ′(t,H(t, ·))− I and H(t,H ′(t, ·))− I
in M we have H ′(t,H(t, ·)) = I and H(t,H ′(t, ·)) = I and therefore H(t, ·) is
a homeomorphism establishing a dynamical equivalence of the (3.11) and (3.12).

Let f2(t, x) = 0. Then Theorem 28 implies that the impulsive differential equa-

tions (3.11) and (3.13) are globally dynamical equivalent.

3.2 Example

In this section we refer to author‘s publication 2.

Consider an impulsive differential equation in R2

ẋ = A(t)x+ f(t, x), t 6= τi

∆x|t=τi = Cix(τi − 0) + pi(x(τi − 0)),
(3.21)
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where

A(t) =

 ln 2 0

0 − 2t
1+t2

 ,

Ci =

 1/2 0

0 0

 ,

|f(t, x)− f(t, x′)| ≤ ε(t)|x− x′|,

|pi(x)− pi(x
′)| ≤ ε(τi − 0)|x− x′|,

sup
x

|f(t, x)| ≤ N(t) < +∞,

|pi(x)| ≤ N(τi − 0) < +∞

and τi = i, i ∈ Z.

Then the fundamental matrix of the impulsive differential equation takes the forms

U(t, s) =

 2t−s−k(t,s) 0

0 1+s2

1+t2

 ,

where k(t, s) is the number of points τi which belong to the segment (s, t]. Corre-

sponding Green type map can be represented in the form

G(t, s) =

 2t−s−k(t,s) 0

0 0

 if t > s

and

G(t, s) =

 0 0

0 −1+s2

1+t2

 , if t < s.

If
+∞∫

−∞

(1 + τ 2)N(τ) dτ +
+∞∑

i=−∞

(1 + τ 2i )N(τi − 0) < +∞

and
+∞∫

−∞

max(2, 1 + τ 2)ε(τ) dτ +
+∞∑

i=−∞

max(2, 1 + τ 2i )ε(τi − 0) = q < 1,
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then in accordance with Theorem 28 the impulsive differential equation (3.21) is

globally dynamical equivalent to the linear one

ẋ = A(t)x, t 6= τi,

∆x|t=τi = Cix(τi − 0).
(3.22)

The impulsive differential equation (3.22) does not even have an ordinary di-

chotomy.
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4 Grobman-Hartman theorem of
quasi-linear dynamic equations on
time scales

It is of interest to understand what is the most general class of systems for which

the linearization problem can be solved. There are several papers considering

Hartman-Grobman theorem on time scales [31], [49], [71], [72], [73], [75]. In

our research we generalize these results, even for Rn, by relaxing conditions on

linear partA and strengthening conditions on nonlinear part f . We use Green type

map and integral functional equation technique [52] to substantially simplify the

proof. Moreover, our method to prove the dynamical equivalence used in this

paper is completely different from previous papers. Furthermore, for more gen-

eral point of view we consider differential equations in arbitrary Banach space.

To highlight our improvement comparing to previous results, we use an example

where the linear part of the differential equation even does not possess an ordinary

dichotomy.

4.1 Main result and proof

In this section we refer to author‘s publication 3.

Let T be a unbounded above and below time scale. Let X be a Banach space and
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let L(X) be the Banach space of linear bounded endomorphisms. Consider the

following dynamic equations

x∆ = A(t)x+ f1(t, x) (4.11)

and

x∆ = A(t)x+ f2(t, x) (4.12)

where:

(i) the map A : T → L(X) is rd-continuous and the map A(t) : L(X) → L(X)

is regressive;

(ii) the maps fj : T × X → X, j = 1, 2 are rd-continuous with respect to t for

fixed x, and, in addition they satisfy the Lipschitz conditions

|fj(t, x)− fj(t, x
′)| ≤ ε(t)|x− x′|, j = 1, 2,

and the estimate

sup
x

|f1(t, x)− f2(t, x)| ≤ N(t) < +∞,

where N : T → R+ and ε : T → R+ are integrable scalar functions;

(iii) the maps I+µ(t)A(t)+µ(t)fj(t, ·) : X → X, j = 1, 2 are invertible, where

I is the identity map.

Here σ : T → T is the forward jump operator defined by equality

σ(t) = inf{s ∈ T | s > t}

and µ : T → [0,+∞) is the graininess function defined by

µ(t) = σ(t)− t.
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[For details, see [12]].

Note that condition (iii) implies continuability of solutions (4.11) and (4.12) in

the negative direction. Furthermore, this together with the Lipschitz property with

respect to x of the right hand side ensures that there is a unique solution for initial

value problem defined on T.

Let xj(·, s, x) : T → X, j = 1, 2, be the solutions of dynamic equations (4.11),

(4.12) respectively satisfying the initial conditions xj(s) = x. So xj(s, s, x) = x

and, because of uniqueness of solutions, for t, τ, s ∈ T we have

xj(t, s, x) = xj(t, τ, xj(τ, s, x)).

For short, we will use the notation xj(t) = xj(t, s, x).

Local results, which hold under more realistic assumptions on the nonlinearity,

can be deduced using standard bump function technique.

Definition 39. The dynamic equations (4.11) and (4.12) are globally dynamical
equivalent if there exists a map H : T× X → X such that

(i) for each fixed t ∈ T the map H(t, ·) : X → X is a homeomorphism;

(ii) sup
t,x

|H(t, x)− x| < +∞;

(iii) for all t ∈ T
H(t, x1(t, s, x)) = x2(t, s,H(s, x)).

Green type map can be represented in the form

G(t, s) =

eA(t, s)P (s), if t > s

eA(t, s)(P (s)− I), if t < s

,

where eA(t, s) is the exponential map of linear dynamic equation

x∆ = A(t)x (4.13)

and P (s) ∈ L(X) is rd-continuous with respect to s ∈ T. Note that the linear

dynamic equation (4.13) has infinitely many Green type maps. But if T = R and
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the linear dynamic equation (4.13) has an exponential dichotomy then moreover

there exists a unique Green type map which satisfies the inequality

|G(t, s)| ≤ K exp(−λ|t− s|), K ≥ 1, λ > 0.

Let us note that

eA(t, τ )eA(τ, s) = eA(t, s).

The solutions of (4.11) and (4.12) can be represented in the form

xj(t, s, x) = eA(t, s)x+

t∫
s

eA(t, σ(τ))fj(τ, xj(τ, s, x))∆τ, j = 1, 2.

Theorem29. Suppose that the linear dynamic equation (4.13) has an rd-continuous
Green type map G(s, τ) ∈ L(X) such that

sup
s

+∞∫
−∞

|G(s, σ(τ))|N(τ)∆τ < +∞,

sup
s

+∞∫
−∞

|G(s, σ(τ))|ε(τ)∆τ = q < 1.

Then the dynamic equations (4.11) and (4.12) are globally dynamical equivalent.

Proof. Let Crd(T×X,X) be a set of maps h : T×X → X that are rd-continuous
with respect to t for fixed x and continuous with respect to x. The set

M =

{
h ∈ BCrd(T× X,X)

∣∣∣∣ sup
s,x

|h(s, x)| < +∞
}

is Banach space with the supremum norm

‖h‖ = sup
s,x

|h(s, x)|.

We will seek the map establishing the equivalence of (4.11) and (4.12) in the form
H1(s, x) = x+ h1(s, x). We examine the following integro-functional equation

h1(s, x) =

+∞∫
−∞

G(s, σ(τ))

(
f2

(
τ, x1(τ) + h1(τ, x1(τ))

)
− f1(τ, x1(τ))

)
∆τ.

(4.14)
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Let us consider the map h1 7→ Th1, h1 ∈ M defined by the equality

Th1(s, x) =

+∞∫
−∞

G(s, σ(τ))

(
f2

(
τ, x1(τ) + h1(τ, x1(τ))

)
− f1(τ, x1(τ))

)
∆τ.

Because of Lipschitz condition and conditions of the Theorem 29, also Th1 ∈ M.
Next, we get

|Th1(s, x)− Th′1(s, x)|

=

∣∣∣∣∣∣
+∞∫

−∞

G(s, σ(τ))

(
f2

(
τ, x1(τ) + h1(τ, x1(τ))

)
− f2

(
τ, x1(τ) + h′1(τ, x1(τ))

))
∆τ

∣∣∣∣∣∣
≤

+∞∫
−∞

|G(s, σ(τ))|ε(τ)|h1(τ, x1(τ))− h′1(τ, x1(τ))|∆τ

≤ sup
s

+∞∫
−∞

|G(s, σ(τ))|ε(τ)∆τ‖h1 − h′1‖ = q‖h1 − h′1‖,

where q < 1. Thus, the map T is a contraction and consequently the integro-
functional equation (4.14) has a unique solution inM.
We have

h1(t, x1(t))

=

+∞∫
−∞

G(t, σ(τ))

(
f2

(
τ, x1(τ) + h1(τ, x1(τ))

)
− f1(τ, x1(τ))

)
∆τ

=

t∫
−∞

G(t, σ(τ))

(
f2

(
τ, x1(τ) + h1(τ, x1(τ))

)
− f1(τ, x1(τ))

)
∆τ

+

+∞∫
t

G(t, σ(τ))

(
f2

(
τ, x1(τ) + h1(τ, x1(τ))

)
− f1(τ, x1(τ))

)
∆τ

=

s∫
−∞

eA(t, s)G(s, σ(τ))

(
f2

(
τ, x1(τ) + h1(τ, x1(τ))

)
− f1(τ, x1(τ))

)
∆τ

+

t∫
s

eA(t, σ(τ))P (σ(τ))

(
f2

(
τ, x1(τ) + h1(τ, x1(τ))

)
− f1(τ, x1(τ))

)
∆τ
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+

+∞∫
s

eA(t, s)G(s, σ(τ))

(
f2

(
τ, x1(τ) + h1(τ, x1(τ))

)
− f1(τ, x1(τ))

)
∆τ

+

s∫
t

eA(t, σ(τ))(P (σ(τ))−I)

(
f2

(
τ, x1(τ)+h1(τ, x1(τ))

)
−f1(τ, x1(τ))

)
∆τ

= eA(t, s)

+∞∫
−∞

G(s, σ(τ))

(
f2

(
τ, x1(τ) + h1(τ, x1(τ))

)
− f1(τ, x1(τ))

)
∆τ

+

t∫
s

eA(t, σ(τ))

(
f2

(
τ, x1(τ) + h1(τ, x1(τ))

)
− f1(τ, x1(τ))

)
∆τ

= eA(t, s)h1(s, x)

+

t∫
s

eA(t, σ(τ))

(
f2

(
τ, x1(τ) + h1(τ, x1(τ))

)
− f1(τ, x1(τ))

)
∆τ.

Consequently, we have

x1(t, s, x) + h1(t, x1(t, s, x)) = x2(t, s, x+ h1(s, x)).

Changing the roles of f1 and f2, we prove in the sameway the existence of h2 ∈ M
satisfying integro-functional equation

h2(s, x) =

+∞∫
−∞

G(s, σ(τ))

(
f1

(
τ, x2(τ) + h2(τ, x2(τ))

)
− f2(τ, x2(τ))

)
∆τ

(4.15)
that satisfies the equality

x2(t, s, x) + h2(t, x2(t, s, x)) = x1(t, s, x+ h2(s, x)).

Designing H2(s, x) = x+ h2(s, x), we get

H2

(
t,H1(t, x1(t, s, x))

)
= x1

(
t, s,H2(s,H1(s, x))

)
,

H1

(
t,H2(t, x2(t, s, x))

)
= x2

(
t, s,H1(s,H2(s, x))

)
.

Taking into account uniqueness of mapsH2(t,H1(t, ·))−I andH1(t,H2(t, ·))−I
inMwe haveH2(t,H1(t, ·)) = I andH1(t,H2(t, ·)) = I and thereforeH1(t, ·) is
a homeomorphism establishing a dynamical equivalence of the (4.11) and (4.12).
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Let f2(t, x) = 0. Then Theorem 29 implies that the dynamic equations (4.11) and

(4.13) are globally dynamical equivalent.

4.2 Example

In this section we refer to author‘s publication 3.

Consider a dynamic equation in R2

x∆ = A(t)x+ f(t, x) (4.21)

where

A(t) =

 ln 2 0

0 − 2t
1+t2

 ,

|f(t, x)− f(t, x′)| ≤ ε(t)|x− x′|,

sup
x

|f(t, x)| ≤ N(t) < +∞.

Then the exponential map of the dynamic equation takes the form

eA(t, s) =

 2t−s 0

0 1+s2

1+t2

 .

Corresponding Green type map can be represented in the form

G(t, s) =

 0 0

0 1+s2

1+t2

 , if t > s

and

G(t, s) =

 −2t−s 0

0 0

 , if t < s.

If
+∞∫

−∞

(1 + τ 2)N(τ)∆τ < +∞
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and
+∞∫

−∞

(1 + τ 2)ε(τ)∆τ = q < 1,

then in accordance with Theorem 29 the dynamic equation (4.21) is globally dy-

namical equivalent to the linear one

x∆ = A(t)x. (4.22)

Let us note that |G(t, s)| = 1+s2

1+t2
for t > s . It means that |G(t, s)| is not globally

bounded. The dynamic equation (4.22) does not even have the uniform ordinary

dichotomy.
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5 Bounded solutions and
Hyers-Ulam stability of quasi-linear
dynamic equations on time scales

Important result regarding existence of a bounded solution in the theory of dy-

namical systems is Bohl-Perron type theorem [14] [48] [18] [16]. One example of

Bohl-Perron type theorem for differential equation state that if the bounded input

implies bounded output then the system is exponentially stable. P. Bohl in his dis-

sertation [14] studied the problem of existence of a bounded solution at x ∈ Rn

for the quasi-linear differential equation

ẋ = Ax+ f(t, x),

where real parts of matrix A eigenvalues are not equal to zero. P. Bohl proved

the theorem for the cases n = 1 and n = 2. Later B.P. Demidovish proved the

theorem in the general case [19] (see also [20] p.300) and he called it the Bohl

theorem.

We consider the quasi-linear dynamic equation in a Banach space on unbounded

above and below time scales T with rd-continuous, regressive right hand side. We

define the corresponding Green’s type map. Using the integral functional tech-

nique, we find a new simpler, but at the same time more general sufficient condi-

tion for the existence of a bounded solution on the time scales, expressed in terms

of integrals of the Green’s type map. We construct previously unknown linear
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scalar differential equation which does not possess exponentially dichotomous,

but for which the integral of the corresponding Green’s type map is uniformly

bounded. The existence of such example allows on the one hand to obtain the new

sufficient condition for the existence of bounded solution and on the other hand to

prove Hyers-Ulam stability for a much broader class of linear dynamic equations

even in the classical case.

Further is this chapter we refer to author‘s publication 8 and 12 .

5.1 Bounded solution

Let L(X) be the Banach space of linear bounded endomorphisms. Let‘s look

closely to the following quasi-linear regressive dynamic equation

x∆ = A(t)x+ f(t, x), (5.11)

where:

(i) the map A : T → L(X) is rd-continuous and the corresponding linear dy-

namic equation

x∆ = A(t)x (5.12)

is regressive;

(ii) the map f : T × (X) → (X) is rd-continuous with respect to t for fixed x

and it satisfies the Lipschitz conditions

|f(t, x)− f(t, x′)| ≤ ε(t)|x− x′|

and in addition, it satisfies the following inequality

|f(t, 0)| ≤ N(t) < +∞,

where N : T → R+ and ε : T → R+ are integrable scalar functions.
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From conditions (i) and (ii) we obtained that the solutions of (5.11) are continuable

in the negative direction. Moreover, the solution for initial value problem defined

on T is unique because of Lipschitz condition with respect to x of the right hand.

The solution of dynamic equation (5.11) is denoted by x(·, s, x) : T → X with ini-

tial condition x(s) = x. So x(s, s, x) = x and, because of uniqueness of solutions,

for t, τ, s ∈ T we have

x(t, s, x) = x(t, τ, x(τ, s, x)).

For short, we will use the notation x(t) = x(t, s, x). The exponential operator

(transition operator) eA(·, s) : T → L(X) is solution of the corresponding operator-

valued initial value problem

X∆ = A(t)X, X(s) = I,

where t, s ∈ T, eA(s, s) = I and I ∈ L(X) is identity operator. Let us note that

linear cocycle property holds for τ, s, t ∈ T

eA(t, τ )eA(τ, s) = eA(t, s).

The solution of (5.11) can be represented in the form

x(t, s, x) = eA(t, s)x+

t∫
s

eA(t, σ(τ))f(τ, x(τ, s, x))∆τ.

Green type map can be represented in the form

G(t, s) =

eA(t, s)P (s), if s ≤ t

eA(t, s)(P (s)− IX), if t < s

,

where P (s) ∈ L(X) is rd-continuous with respect to s ∈ T. Note that the linear

dynamic equation (5.12) has infinitely many Green type maps. But if T = R and
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the linear regressive dynamic equation (5.12) has uniform exponential dichotomy

then moreover there exists a unique Green type map which satisfies the inequality

|G(t, s)| ≤ K exp(−λ|t− s|), K ≥ 1, λ > 0.

Let us formulate sufficient conditions for the existence of bounded solution to the

quasi-linear dynamic equation (5.11). Note that theweaker condition of the nonlin-

ear member and its Lipschitz coefficient play an important role in the formulation

of the theorem.

Theorem30. Suppose that the linear dynamic equation (5.12) has an rd-continuous
Green type map G(s, τ) ∈ L(X) such that

sup
t∈T

+∞∫
−∞

|G(t, σ(τ))|N(τ)∆τ < +∞, (5.13)

sup
t∈T

+∞∫
−∞

|G(t, σ(τ))|ε(τ)∆τ = q < 1. (5.14)

Then the quasi-linear equation (5.11) has a bounded solution.

Proof. Let Crd(T, X) be a set of maps η : T → X that are rd-continuous with
respect to t. The set

B =

{
η ∈ Crd(T, X)

∣∣∣∣ sup
t∈T

|η(t)| < +∞
}

is Banach space with the supremum norm

‖η‖ = sup
t∈T

|η(t)|.

Let us consider the following map η 7→ Tη, η ∈ B defined by the equality

Tη(t) =

+∞∫
−∞

G(t, σ(τ))f(τ, η(τ))∆τ.

Note that

|f(t, x)| ≤ |f(t, 0)|+ |f(t, x)− f(t, 0)| ≤ N(t) + ε(t)|x|.
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We have

|η(t)| ≤
+∞∫

−∞

|G(t, σ(τ))||f(τ, η(τ))|∆τ ≤

≤
+∞∫

−∞

|G(t, σ(τ))|ε(τ)‖η‖∆τ +
+∞∫

−∞

|G(t, σ(τ))||N(τ)|∆τ

≤ q‖η‖+
+∞∫

−∞

|G(t, σ(τ))||N(τ)|∆τ < +∞.

It follows that Tη ∈ B. Next, we get

|Tη(t)− Tη′(t)|

=

∣∣∣∣∣∣
+∞∫

−∞

G(s, σ(τ))(f(τ, η(τ))− f(τ, η′(τ)))∆τ

∣∣∣∣∣∣
≤

+∞∫
−∞

|G(s, σ(τ))|ε(τ)|η(τ)− η′(τ)|∆τ

≤ sup
t

+∞∫
−∞

|G(s, σ(τ))|ε(τ)∆τ‖η − η′‖ = q‖η − η′‖,

where q < 1. Thus, the map T is a contraction and consequently the integro-
functional equation (5.15) has a unique solution inB.

η(t) =

+∞∫
−∞

G(t, σ(τ))f(τ, η(τ))∆τ. (5.15)

Next, we will prove that the bounded solution of integro-functional equation (5.15)
is also the solution of (5.11). First, consider the case when s < t. Note that

s∫
−∞

G(t, σ(τ))f(τ, η(τ))∆τ =

s∫
−∞

eA(t, σ(τ))P (σ(τ))f(τ, η(τ))∆τ =

=

s∫
−∞

eA(t, s)eA(s, σ(τ)P (σ(τ))f(τ, η(τ))∆τ =

s∫
−∞

eA(t, s)G(s, σ(τ))f(τ, η(τ))∆τ.
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Then

η(t) =

+∞∫
−∞

G(t, σ(τ))f(τ, η(τ))∆τ

=

t∫
−∞

G(t, σ(τ))f(τ, η(τ))∆τ

+

+∞∫
t

G(t, σ(τ))f(τ, η(τ))∆τ

=

s∫
−∞

eA(t, s)G(s, σ(τ))f(τ, η(τ))∆τ

+

t∫
s

eA(t, σ(τ))P (σ(τ))f(τ, η(τ))∆τ

+

+∞∫
s

eA(t, s)G(s, σ(τ))f(τ, η(τ))∆τ

+

s∫
t

eA(t, σ(τ))(P (σ(τ))− I)f(τ, η(τ))∆τ

= eA(t, s)

+∞∫
−∞

G(s, σ(τ))f(τ, η(τ))∆τ

+

t∫
s

eA(t, σ(τ))f(τ, η(τ))∆τ

= eA(t, s)η(s) +

t∫
s

eA(t, σ(τ))f(τ, η(τ))∆τ.

Analogously, we consider the case when s > t.
The bounded solution η is unique in B and ‖η‖ = supt∈T |η(t)| < +∞. The
theorem is proved.
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Remark. Note that conditions (5.13) and (5.14) can be simplified if the im-

proper integral of the Green’s type map is uniformly bounded, that is, if

sup
t∈T

+∞∫
−∞

|G(t, σ(τ))|∆τ < +∞. (5.16)

The condition (5.16) is satisfied if the linear dynamic equation (5.12) admits a

uniform exponential dichotomy [18], [16]. In the case T = R it can be concluded

that there exists a projector P : R → L(X) such that P 2(s) = P (s) and

eA(t, s)P (s) = P (t)eA(t, s) (5.17)

holds, and there exist constantsK ≥ 1 and λ > 0, such that

|eA(t, s)P (s)| ≤ Ke−λ(t−s), if s ≤ t,

|eA(t, s)(I − P (s))| ≤ Keλ(t−s), if t ≤ s.

Linear dynamic equation (5.12) is said to have an exponential dichotomy [49, 50,

72, 73, 76, 77, 78] onT if there exists a projector P : T → L(X) such that P 2(s) =

P (s) and (5.17) holds, and there exist positive constants Ki and λi, i = 1, 2 such

that

|eA(t, s)P (s)| ≤ K1e⊖λ1(t, s) for s ≤ t, s, t ∈ T,

|eA(t, s)(I − P (s))| ≤ K2e⊖λ2(s, t) for t ≤ s, s, t ∈ T.

Example 18. We construct the linear scalar differential equation, the solution of
which on the one hand has infinite Lyapunov exponent [18, 16], but on the other
hand integral of corresponding Green’s type map is uniformly bounded. Consider

ẋ = −
(
a′(t)

a(t)
+ a(t)

)
x, a(t) = α + κ(t), α > 0, κ(t) ≥ 0, (5.18)

where the function κ : R → R is sawtooth piecewise linear and satisfies the esti-
mates

+∞∫
−∞

κ(t) dt < +∞, lim sup
t→+∞

ln(κ(t))
t

= +∞.
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Then the Cauchy initial value problem x(s) = 1 of equation (5.18) has solution

x(t, s) = exp

−
t∫

s

a(τ) dτ

 a(s)

a(t)
> 0

with property

lim sup
t→+∞

ln(x(t, s))
t

= −α− lim sup
t→+∞

ln(a(t))
t

= −α− lim sup
t→+∞

ln(κ(t))
t

= −∞.

For example, the function κ : R → R can be taken as follows. κ is piecewise linear
continuous scalar function, κ(−t) = κ(t) and n ∈ N

κ(t) =



0, if t ∈ [0, 1/2)

0, if t ∈ [n− 1/2, n− 2−1e−n2
n−2]

linear, if t ∈ (n− 2−1e−n2
n−2, n)

en
2
, if t = n

linear, if t ∈ (n, n+ 2−1e−n2
n−2)

0, if t ∈ [n+ 2−1e−n2
n−2, n+ 1/2).

Then
+∞∫

−∞

κ(t) dt = 2
+∞∑
n=1

1

2n2
=
π2

6
=< +∞

and
lim sup

t→+∞

ln(κ(t))
t

= lim
n→+∞

ln(κ(n))
n

= lim
n→+∞

n = +∞.

Function k(t) is saw-tooth type function where each subsequent vertex grows
very fast. Next, figure represents sketch of function k(t) for n=1,2,3. We choose
Green’s type map

G(t, s) =

{
x(t, s), if s ≤ t
0, if t < s.

Let us note that
+∞∫

−∞

|G(t, s)|ds =
t∫

−∞

x(t, s) ds =
1

a(t)
≤ 1

α
.

If sup
t,x∈R

|f(t, x)| < +∞ and sup
t∈R

ε(t) < α then corresponding quasi-linear equation

has bounded solution although the solutions of the corresponding linear differential
equation has infinite Lyapunov exponent.
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Figure 5.1: Sketch of function k(t)

Example 19. Let’s look at the case where T = R. Suppose that linear dynamic
equation (5.12) admits a nonuniform exponential dichotomy [7, 74, 75, 79]. Then
there exists a projector P : T → L(X) and (5.17) holds, and there exist constants
K ≥ 1, λ > 0 and δ > 0, such that

|eA(t, s)P (s)| ≤ Ke−λ(t−s)eδ|s|, if s ≤ t,

|eA(t, s)(I − P (s))| ≤ Keλ(t−s)eδ|s|, if t ≤ s.

When δ ≡ 0 we obtain the classical notion of uniform exponential dichotomy. If
δ ≡ 0 and λ ≡ 0 we obtain a uniform dichotomy. IfN(t) ≤ µe−δ|t|, ε(t) ≤ re−δ|t|

and 2Kr < λ then dynamic equation (5.11) in the case of nonuniform exponential
dichotomy has bounded solution [74].

If
+∞∫
−∞

N(t) < +∞ and

sup
t,s∈R

|G(t, s)|
+∞∫

−∞

ε(t) dt = q < 1
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then dynamic equation (5.11) in the case of uniform dichotomy has bounded solu-
tion [35].

Example 20. For simplicity let us consider nonhomogeneous linear differential
equation on R

x′ = A(t)x+ f(t) = − 2t

1 + t2
x− 2te−t2

1 + t2
.

with nonuniform dichotomy. In our case exponential map is

eA(t, s) =
1 + s2

1 + t2

and choose the Green type map in the following form

G(t, s) =

{
1+s2

1+t2
, if s ≤ t

0, if s > t
.

It follows that bounded solution is

η(t) = −
t∫

−∞

1 + s2

1 + t2
2se−s2

1 + s2
ds =

e−t2

1 + t2
.

5.2 Periodic solution

Let the time scale be periodic, that is if t ∈ T, then t + ω ∈ T, where ω > 0

is the period of the time scale T. Then the graininess function is also periodic

µ(t) = µ(t+ ω).

Let us consider the quasi-linear dynamic equation (5.11) where the right hand side

is periodic with period ω > 0, consequently, A(t + ω) = A(t) and f(t + ω, x) =

f(t, x). We obtain that exponential map satisfies equality eA(t + ω, s + ω) =

eA(t, s). If P (s+ ω) = P (s) it follows that G(t+ ω, s+ w) = G(t, s)

It is important to note that

η(t+ ω) =

+∞∫
−∞

G(t+ ω, σ(τ))f(τ, η(τ))∆τ
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=

+∞∫
−∞

G(t+ ω, σ(r + ω))f(r + ω, η(r + ω))∆r

=

+∞∫
−∞

G(t, σ(r))f(r, η(r + ω))∆r.

Because the integro-functional equation (5.15) has a unique bounded solution, we

get that unique bounded solution is periodic

η(t+ w) = η(t).

5.3 Hyers-Ulam stability

StanislawMarcim Ulam (1909-1984) was a Polish-American scientist in the fields

of mathematics and nuclear physics. In 1940 S.M. Ulam proposed the following

stability problem of functional equations [66] at the University of Wisconsin. Let

E and E ′ be Banach spaces and let δ be a positive number. A transformation f(x)

of E into E ′ will be called δ-linear if ‖f(x + y) − f(x) − f(y)‖ < δ for all x

and y in E. Does there exist for each ε > 0 a δ > 0 such that, to each δ-linear

transformation f(x) of E into E ′ there corresponds a linear transformation l(x)

of E into E ′ satisfying the inequality ‖f(x) − l(x)‖ ≤ ε for all x in E? Or in

other words, when a solution of an equation differing slightly from a given one, it

must be somehow near to the exact solution of the given equation. In the next year

Donald H. Hyers, Professor Emeritus from the University of Southern California,

gave partial answer to the question.

Since then, a large number of papers have been published in connection with var-

ious generalization of Ulam‘s problem and Hyers‘s theorem.

Definition 40. We say that dynamic equation x∆ = f(t, x) is Hyers-Ulam stable
if there exists a positive constant C > 0 such that for each real number ε > 0 and
for each solution x of the inequality

|x∆ − f(t, x)| ≤ ε
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there exists a solution x0 of the dynamic equation x∆ = f(t, x) with the property

sup
t∈T

|x(t)− x0(t)| ≤ Cε.

It should be pointed out that the Lyapunov stability is different from the Hyers-

Ulam satbility. The Hyers-Ulam stability means that a differential equation has a

close exact solution generated by the apporxiamte solutions and the error of the ap-

proxiamte solution can be estimated. Nevertheless, the Lyapunov stability means

that if a solution which starts out near an equilibrium point, will stay near the equi-

librium point forever. The Hyers-Ulam stability can be widely used to the fields

where it is difficult to find exact solutions, e.g., numerical analysis, optimization,

biology, economics, and others [2].

We will give a new sufficient condition for the Hyers-Ulam stability of a linear

dynamic equation (5.12) in the case when the integral of Green’s type map is uni-

formly bounded. Example 18 shows that there are cases where, on the one hand,

the solution of a linear dynamical system has an infinite Lyapunov exponent, but

on the other hand, the integral from the Green type map is uniformly bounded.

Theorem31. Suppose that the linear dynamic equation (5.12) has an rd-continuous
Green type map G(s, τ) ∈ L(X) such that

sup
t∈T

+∞∫
−∞

|G(t, σ(τ))|∆τ < +∞.

Then the linear dynamic equation (5.12) is Hyers-Ulam stable.

Proof. Let
η(t) = x∆ − A(t)x.

Then |η(t)| ≤ ε and general solution of

x∆ = A(t)x+ η(t).

is

x(t) = eA(t, s)C1 +

+∞∫
−∞

G(t, σ(τ))η(τ)∆τ.
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Let us take
x0(t) = eA(t, s)C1,

where C1 ∈ X. Then

|x(t)− x0(t)| ≤

∣∣∣∣∣∣
+∞∫

−∞

G(t, σ(τ))η(τ)∆τ

∣∣∣∣∣∣
≤ ε

+∞∫
−∞

|G(t, σ(τ))| ∆τ

≤ ε sup
t∈T

+∞∫
−∞

|G(t, σ(τ))|∆τ,

where

C = sup
t∈T

+∞∫
−∞

|G(t, σ(τ))|∆τ.

The theorem is proved.
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Conclusions

The thesis presents more general results for the Grobman-Hartman theorem of

quasi-linear differential and difference equation (even for Rn), quasi-linear dy-

namic equations on time scale, impulse equations on time scale, as well as the

existence of bounded solutions, periodic solutions, and Hyers-Ulam stability.

Our research to included representative examples to highlight the novelty of equa-

tions to which the Grobman-Hartman theorem now can be applied.

To achieve the overall goal and the objectives of the thesis investigation onGrobman-

Hartamn theorem and its Palmer’s generalization was done. Also, time scale cal-

culus, introduction to a Green type map, the Banach fixed point theorem, bounded

solutions and Hyers-Ulam stability theory was captured.

Several citations have been made on our publications. 11 citations might be found

in Scopus data base and 9 citations in Web of Science data base. In this thesis ob-

tained result regarding authors publication Nr. 1 is rather general result that can be

applied to situation when linear equation does not possess any type of dichotomy,

as mentioned in article [4] of Journal of Differential Equations (2021) . One of the

latest citation in year 2022 [5] strengthens the belief that the problem discussed in

this work is modern, relevant and contain new ideas.

It is my belief that the overall goal of the thesis has been achieved.
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