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1 ABSTRACT

The present thesis considers stability of shallow shear flows in open channels. Shallow shear

flows are widespread in nature and engineering, so it is important to know factors that are affecting

flow stability.

A flow is shallow when it’s transverse scale is much larger than fluid depth. Limited depth

strongly influences behavior of perturbation, so it differsfrom the one in deep flows. Development

of three-dimensional perturbations is impossible due to small vertical scale of the flow. Two-

dimensional instabilities are supressed by bottom friction that becomes a major factor affecting

the flow.

Shear flows have transverse velocity gradient. Difference in velocities between adjacent layers

leads to shear stresses that may cause lateral motion of the fluid and become an onset of instabili-

ties. Wake flows, mixing layers, jets are examples of shear flows that are abundant in nature.

Stability of shear shallow flows is affected by many factors.Vertical non-uniformity of ve-

locity, fluctuation of depth, presence of particles, changeof flow profile downstream are some of

them, that are considered in the thesis.

Fluctuation of depth is usually omited in stability analysis of shallow flows. A ”rigid-lid”

assumption is often applied that implies the flow depth is constant. However application of the

”rigid-lid” assumption may introduce some error in the results. The error that may arise due to

omiting possible depth fluctuations is analyzed in this thesis. Froude number is used to charac-

terize flow deviation from the ”rigid-lid” assumption. It isfound that for values of the Froude

number typical for natural shallow flows the error due to the ”rigid-lid” assumption is small and

can be neglected.

As shallow flow model is based on equations that are depth-averaged, vertical non-uniformity

of velocity components is not taken into account. The thesisconsiders how velocity non-uniformity

affects results of linear stability analysis and evaluatesthe error due to neglection of velocity non-

uniformity. The vertical velocity profile deviation from uniform is expressed with momentum
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correction coefficients. It is found that for values of momentum correction coefficients, that are

typical for flows abundant in nature, the error that arise if the vertical non-uniformity of velocty

is neglected may reach significant values. So, it might be important to use momentum correction

coefficients for analysis of shallow shear flows.

Linear analysis allows to define conditions when the transition from stable to unstable flow

takes place. Linear analysis however does not give a clue about further evolution of perturbation.

Weakly non-linear analysis is employed to track development of perturbation. A perturba-

tion amplitude function is used that is weakly dependent on time and coordinate. As a result of

weakly-nonlinear stability analysis the Ginzburg-Landauequation is derived that governs growth

of perturbation. Numerical methods allowing to calculate coefficients of the Ginzburg-Landay

equations have also been developed. The Ginzburg-Landau equation contains a coefficient, often

referred to as ”the Landau constant”, that defines if perturbation amplitude saturation and appear-

ance of the secondary flow is possible.

Stability of two-phase flow is also considered in the thesis by means of linear and weakly

non-linear method. Examples of two-phase flows are gas-particle flow, gas-droplet flow, liquid-

particle flow. A particle loading parameter that envolves concentration and mass of the particles

as well as drag on particles and particle response time is used in order to include influence of

particles into the model. Linear stability analysis results clearly indicate that presence of particles

or droplets in a gas flow enhance flow stability. Weakly non-linear analysis results show that

perturbation amplitude is governed by the Ginzburg-Landayequation. The coefficients of the

Ginzburg-Landau equation are calculated and calculation results indicate that perturbation finite-

amplitude equilibrium is possible. The effect of particle loading parameter on finite perturbation

amplitude is evaluated. It is shown, that presence of particles leads to finite amplitude decrease.

In addition, it is shown that pure periodic solutions of the Ginzburg-Landau equation are unstable

(and, therefore, not observable).

Stability analysis is usually performed under the assumption that the transverse velocity profile

of the flow is not changing downstream. This is not the case, however, for real flows. Therefore

an approach to stability analysis of a shallow flow with slowly altering velocity profile has been

developed in the thesis. As a result a leading order approximation to the perturbation stream

function has been derived. The approximation contains three terms. Important conclusions can
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be drawn by looking at the form of the leading order approximation. First, all the three terms

contain information related to the amplitude and phase of the perturbation. Second, the growth

rate and phase speed of the perturbation at any given downstream station depends on the choice

of the perturbed quantities (e. g. velocity components). Finally, the growth rate and phase speed

depend even on the location where these quantities were calculated.
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2 ANOTĀCIJA

Promocijas darb̄a ir apskat̄ıta seklo b̄ıdes pl̄usmu stabilit̄ates anal̄ıze atkl̄at̄as hidrodinamisk̄as

sist̄emās. Sekl̄as b̄ıdes pl̄usmas ir plǎsi izplat̄ıtas dab̄a un iňzenierpielietojumos, t̄ap̄ec ir svar̄ıgi

zināt, k̄adi faktori ietekm̄e plūsmas stabilit̄ati. Sekl̄a plūsma ir pl̄usma ar sķ̄ersvirziena m̄erogu

daudz liel̄aku par pl̄usmas dziļumu. Ierobežots dziļums stipri ietekm̄e perturb̄acijas att̄ıst̄ıbas

veidu, t̄ap̄ec tas aťsķiras no perturb̄acijas att̄ıst̄ıbas veida dziļaj̄a ūden̄ı. Tr̄ısdimensiju perturb̄aciju

att̄ıst̄ıba nav iesp̄ejama maz̄a ūdens dziļuma d̄eļ. Divdimensiju perturb̄aciju att̄ıst̄ıba ir apgr̄utināta

plūsmas gultnes berzes dēļ, kas kļ̄ust par noz̄ımı̄gu faktoru, kas ietekm̄e plūsmu.

Bı̄des pl̄usmas ir pl̄usmas ařsķērsvirzienāatruma gradientu. Blakusslāņuātrumu starp̄ıba var

veicināt b̄ıdes spriegumu veidošanos, kas izsauc fluı̄da p̄arvietǒsanošsķērsvirzien̄a un var kļ̄ut par

nestabilit̄ates avotu. Pl̄usmas aižsķēřsļiem, str̄uklas ir tipiski b̄ıdes pl̄usmu piem̄eri dab̄a.

Seklo b̄ıdes pl̄usmu stabilit̄ati ietekm̄e daudzi faktori.Ātruma vertik̄alā profila nevienm̄er̄ıba,

plūsmas dziļuma fluktūacijas, daliņu kl̄atb̄utne, pl̄usmasātrumašķērsvirziena profila izmaiņas

lejup pa straumi ir dǎzi faktori, kas var ietekm̄et plūsmas stabilit̄ati, un šo faktoru ietekme ir

analiz̄eta promocijas darb̄a.

Plūsmas dziļuma fluktūacijas parasti tiek ignor̄etas, veicot stabilit̄ates anal̄ızi. Bieži pielieto

”cietā vāka” pieņ̄emumu . Tas noz̄ımē, ka pl̄usmas dziļums tiek pieņemts par konstantu. ”Cietā

vāka” pieņ̄emums var rad̄ıt kļūdas stabilit̄ates anal̄ızes rezult̄atos. Promocijas darb̄a tiek analiz̄eta

kļūda, kas var par̄ad̄ıties pl̄usmas dziļuma fluktūaciju neiev̄erǒsanas d̄eļ. Frude skaitli izmanto, lai

raksturotu pl̄usmas novirzi no ”ciet̄a vāka” pieņ̄emuma. Anal̄ızes rezult̄at̄a konstat̄ets, ka kļ̄uda,

kas rodas pie Frude skaitļa vērt̄ıbām, kas ir sastopamas dabā, ir neliela un to var ignor̄et.

Sekl̄as pl̄usmas modelis balstās uz vien̄adojumiem, kuros izmanto plūsmasātruma kompo-

neňsu vid̄ejās v̄ert̄ıbas. Vetik̄alā ātruma profila nevienmerı̄ba netiek ņemta v̄er̄a. Promocijas darb̄a

veikta anal̄ıze ar m̄erķi noskaidrot, k̄a ātruma nevienm̄er̄ıba vertik̄alā virzien̄a var ietekm̄et sta-

bilit ātes anal̄ızes rezult̄atus. Tiek nov̄ert̄eta ar̄ı kļūda, kas rodas vid̄ejo vērt̄ıbu izmanoťsanas d̄eļ.

Veicot anal̄ızi, ātruma profila nevienmerı̄ba tiek izteikta, izmantojot impulsa korekcijas koefi-
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cientus. Tika konstat̄ets, ka pie impulsa korekcijas koeficientu vērt̄ıbām, kas ir sastopamas dabā

un inženierpielietojumos, kļ̄uda, kas par̄ad̄as, jaātruma nevienmer̄ıba tiek ignor̄eta, var sasniegt

noz̄ımı̄gu l̄ımeni. T̄atad ir svar̄ıgi pielietot impulsa korekcijas koeficientus, veicot seklo b̄ıdes

plūsmu stabilit̄ates anal̄ızi.

Lineār̄a anal̄ıze ļauj noteikt nosac̄ıjumus, pie k̄adiem pl̄usma maina stabilit̄ati. No otras puses,

lineār̄a anal̄ıze nedod iesp̄eju model̄et tal̄ako perturb̄acijas att̄ıst̄ıbu.

Vāji nelinēar̄a anal̄ıze ir pielietota, lai sekotu l̄ıdzi perturb̄acijas auǧsanai. Ir izmantota per-

turbācijas amplit̄udas funkcija, kas ir v̄aji atkar̄ıga no laika un koordin̄atas. V̄aji nelinēar̄as anal̄ızes

veikšanas rezult̄at̄a tika ieḡuts Ginzburga-Landau vien̄adojums, kas apraksta perturbācijas att̄ıst̄ıbu.

Tika izveidotas ar̄ı skaitlisk̄as metodes, kas atļauj izrēķināt Ginzburga - Landau vien̄adojuma ko-

eficientus. Ginzburga - Landau vienādojums satur koeficientu, ko bieži sauc par ”Landau kon-

stanti”, kas nosaka, vai ir iesp̄ejami perturb̄acijas amplit̄udas pies̄atinājums un sekund̄ar̄as pl̄usmas

stabiliz̄ěsana.

Promocijas darb̄a ir ar̄ı analiz̄eta divf̄azu pl̄usmas stabilit̄ate. Divf̄azu pl̄usmas piem̄eri ir ūdens

vai gāzes pl̄usmas, kas satur cietas daliņas, kā ar̄ı gāzes pl̄usmas, kas saturšķidruma pilienus. Lai

aprakst̄ıtu daļiņu ietekmi vien̄adojumos, tika pielietots daļiņu koncentrācijas parametrs, kas ietver

sev̄ı daļiņu koncentr̄aciju, masu, daliņu reakcijas laiku. Lineār̄as stabilit̄ates anal̄ızes rezult̄ati

par̄ada, ka daliņas palielina flūıda pl̄usmas stabilit̄ati. Vāji nelinēar̄as anal̄ızes rezult̄ats par̄ada, ka

perturb̄acijas amplit̄udu apraksta Gizburga-Landau vienādojums. Ginzburga-Landau vienādojuma

koeficienti ir apr̄eķināti, un rezult̄ati par̄ada, ka ir iesp̄ejams amplit̄udas pies̄atinājums un sekund̄ar̄as

plūsmas stabiliz̄ěsana. Ir nov̄ert̄eta daļiņu koncentr̄acijas parametra ietekme uz galı̄go amplit̄udas

vērt̄ıbu. Redzams, ka, daļiņu koncentrācijas parametram pieaugot, galı̄gā amplit̄udas v̄ert̄ıba

samazinas. Ir ar̄ı par̄ad̄ıts, ka plakana viļņa atrisin̄ajums Ginzburga - Landau vienādojumam nav

stabils, tas noz̄ımē, ka sekund̄arai pl̄usmai ir sarězǧ̄ıtāka strukt̄ura.

Stabilit̄ates anal̄ıze parasti tiek veikta, izmantojot pieņēmumu, ka pl̄usmas̄atruma profils nav

atkar̄ıgs no garenisk̄as koordin̄atas. Rēalām pl̄usm̄am, tom̄er profils ir atkar̄ıgs. Tap̄ec tika izstr̄ad̄ata

stabilit̄ates anal̄ızes metode, ko var pielietot plūsm̄am arātruma profilu, kas ir v̄aji atkar̄ıgs no

garenisk̄as koordin̄atas. Ir ieḡuta risin̄ajuma vadǒsās k̄artas aproksim̄acija, kas satur tr̄ıs locekļus.

Pēc t̄as formas, var secin̄at, ka, pirmk̄art, visi tr̄ıs lab̄as puses locekļi satur inform̄aciju, kas at-

tiecas uz amplit̄udu un f̄azi, otrk̄art, perturb̄acijas auǧsanas̄atrums ir atkar̄ıgs no t̄a, k̄ads loceklis
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ir perturb̄ets, un, galvenok̄art, tas ir atkar̄ıgs ar̄ı no koordin̄atas.
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3 INTRODUCTION

3.1 Shear flows

A shear flow is a flow with transverse velocity gradient. The existence of the gradient leads to

appearance of viscous forces. The faster layer is slowed down by interaction with slower layer,

but the velocity of the slower layer is increased according to the third law of Newton. This is

the way momentum is transferred from one layer to another. Viscous forces acting in shear flows

may lead to transverse movement which in turn can lead to fluidinstabilities. Shear flows are

widespread in nature and engineering. The two typical examples of shear flows are wake flows

and mixing layers. A wake flow is a flow downstream of a body immersed in a stream or the flow

behind a body propagating through a fluid. Wakes are narrow elongated regions, usually filled

with large and small eddies. Examples of wake flows are eddiesof a bridge pier immersed in a

river stream, or of a ship propelled through the water. Velocity profile of the wake flow is not

uniform thus leading to shear stresses. The wake flow velocity profile can be approximated by a

hyperbolic secant function (see Figure 3.1). Chen and Jirka [2] suggested the following formula

for approximating wake flow velocity profile:

U(y) = ǔ(1−R+2Rsech2(
y
l
)), (3.1)

wherey is transverse coordinate,l is characteristic dimension of the wake (wake half-width),

ǔ =
1
2
(uc +u∞), uc is flow velocity at the line parallel to the flow and going through the center of

the bluff body,u∞ is ambient flow velocity and parameterRdescribes non-uniormity of the profile,

related touc andu∞ by means of the following formula:R=
uc−u∞
uc +u∞

.

Wakes are usually sustained for very large distances downstream of a body. Ship wakes retain

their turbulent character for miles behind a vessel and can be detected by special satellites hours

after their generation. Similarly, condensation in the wake of aircraft sometimes makes it look like

a narrow braided cloud, traversing the sky. Turbulence in the wake of bluff bodies in some cases
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Figure 3.1: Hyperbolic secant velocity profile of a wake

flow.

may consist of all sizes of eddies, which interact with each other in their unruly motion. However,

eddies may organize themselves into coherent structures where large groups of eddies form a well-

ordered sequence of vortices. In this case the sense of rotation of these vortices alternates but their

spacing may be quite regular. As a result, they can drive a structure that they encounter, or they

can exert on the body that created them a force alternating insign with the same frequency as that

of the formation of the vortices. Such forces can impose on structures unwanted vibrations which

often lead to serious damage. Flow-induced forces can be catastrophic if they are in tune with the

frequency of vibration of the structure. Water circulationbehind a bluff body may strongly depend

on the size and structure of eddies. In some case areas with poor water circulation can appear in

the wake that can result in deposition of sediments and trapping of pollutants.

Mixing layer flow is a flow downstream of junction of two streams of different velocities.

Merge of two different streams leads to shear stresses between them that in turn may lead to

formation of vortices. Mixing layer flow is usually approximated by a hyperbolic tangent function

(see Figure 3.2). The velocity profile may be expressed by theformula:

u = 1+ R̄tanh(y).

10



Figure 3.2: Hyperbolic tangent velocity profile of a mixing

layer flow

3.2 Shallow flows

Shallow flows are flows with the transverse scale of the flow being much larger than the vertical

scale (water depth). Experiments show that development of instabilities in shallow water signifi-

cantly differs from the development of wakes in deep water. Vortex structures observed in shallow

water in many cases may resemble flow patterns in deep water, but in shallow water case the

corresponding flow patterns can be observed at much larger values of the Reynolds number. For

example, photograph Nr. 173 by Van Dyke [38] shows formationof eddies organized into a vortex

street behind an obstacle in shallow water although the Reynolds number for this case is 107. Note

that vortex street pattern in unbounded flows is limited to significantly smaller Reynolds numbers.

This fact demonstrates that different approach is requiredfor shallow flow modelling and stability

analysis.

Shallow flows are widespread in nature and engineering and include wake flows and mixing

layer flows as well as jets. Therefore shallow flows may be subjected to shear stress. Shear stresses

in shallow flows are caused by non-uniformity of the velocityprofile and frequently gives rise to

perturbations. As the abundance of shallow flows in nature isquite high, there is a need in estab-

lishing of a comprehensive model for shallow water flows as well as development of methods that

would enable us to perform stability analysis and to track evolution of perturbation. Understand-

ing of mass, momentum and energy exchange in shallow flows is also important. Shallow wake
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flows, in particular flows behind islands in rivers and bays, are an object of growing interest from

environmental point of view. Complex flows created by eddies can trap pollutants. Poor water

circulation in a wake may lead to deposition of sediments. These two factors can result in poor

water quality on the sheltered side of an island. Increased concentration of sediments and contam-

inants might affect marine culture causing, for example, fish disease and mortality. It is believed

that the trapping of low-salinity Pearl river water in the sheltered areas led to intense stratification

and resulted in deaths of marine inhabitants in Hong Kong in 1994 [14].

Keeping all above-said in mind it is clear that it is essential to know factors influencing flow

patterns and, as a result, water circulation in shallow shear flows.

The main factor that affects perturbations and makes them evolve in shallow flows in a differ-

ent way than in deep flows is bottom friction [20]. Due to shallowness of water, bottom friction

has much bigger effect on stability of the flow. In particular, the growth of transverse pertur-

bations is suppressed. Another factor influencing shallow flow stability is limited water depth.

Evolution of three-dimensional instabilities is prevented in shallow water leaving space only for

two-dimensional perturbations.

One of the main assumptions which is usually made in shallow water theory in order to facil-

itate the analysis is the independence of the flow characteristics on the vertical coordinate since

shallow water equations are depth-averaged equations. There are many cases, however, where this

assumption may not valid. Changes in flow geometry, flow regimes or roughness of the bottom

boundary can lead to large deviations from the above-mentioned assumption [40], [43]. Momen-

tum correction coefficients are applied by several authors [40], [43] in order to take into account

the non-uniformity of the velocity distribution. In particular, momentum correction coefficients

are used in [16] for linear stability analysis of shallow mixing layers.

3.3 Mathematical model

A widely-used model for fluid flow is the Navier-Stokes equations:
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∂u
∂x

+
∂v
∂y

+
∂ω
∂z

= 0, (3.2)

∂u
∂t

+u
∂u
∂x

+v
∂u
∂y

+ω
∂u
∂z

= gx−
1
ρ

∂p
∂x

+
µ
ρ

∇2u, (3.3)

∂v
∂t

+u
∂v
∂x

+v
∂v
∂y

+ω
∂v
∂z

= gy−
1
ρ

∂p
∂y

+
µ
ρ

∇2v, (3.4)

∂ω
∂t

+u
∂ω
∂x

+v
∂ω
∂y

+ω
∂ω
∂z

= gz−
1
ρ

∂p
∂z

+
µ
ρ

∇2w, (3.5)

where~g= (gx,gy,gz) is the gravitational force per unit mass,~u= (u,v,ω) is the velocity vector,

p is pressure,ρ is fluid density,µ us the dynamic viscosity. Integrating the equations over the flow

depth enables us to obtain the depth-averaged equations. Integrating the continuity equation (3.2)

we get:

∫ Z

Zb

∂u
∂x

dz+
∫ Z

Zb

∂v
∂y

dz+
∫ Z

Zb

∂ω
∂z

dz= 0 (3.6)

or

∫ Z

Zb

∂u
∂x

dz+
∫ Z

Zb

∂v
∂y

dz+ω(Z)−ω(Zb) = 0, (3.7)

whereZ andZb are thez-coordinates of the water surface and the channel bottom. Respec-

tively, Z = Z(x,y, t), Zb = Zb(x,y).

It is known that

∂
∂x

∫ Z

Zb

udz=
∫ Z

Zb

∂u
∂x

dz+u(Z)
∂Z
∂x

−u(Zb)
∂Zb

∂x
, (3.8)

∂
∂y

∫ Z

Zb

vdz=
∫ Z

Zb

∂v
∂y

dz+v(Z)
∂Z
∂y

−v(Zb)
∂Zb

∂y
. (3.9)

Using (3.8) and (3.9) we can rewrite the integrals
∫ Z

Zb

∂u
∂x

dzand
∫ Z

Zb

∂v
∂y

dzas follows:

∫ Z

Zb

∂u
∂x

dz=
∂
∂x

∫ Z

Zb

udz−u(Z)
∂Z
∂x

+u(Zb)
∂Zb

∂x
, (3.10)

∫ Z

Zb

∂v
∂x

dz=
∂
∂y

∫ Z

Zb

vdz−v(Z)
∂Z
∂y

+u(Zb)
∂Zb

∂y
. (3.11)
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If the function Z(x,y,t) specifies the z-coordinate of the free-water surface and if it is assumed

that any particle on the surface does not leave it, then the vertical velocity of a particle on the

water surface,ω(z), is given by:

ω(Z) =
DZ
∂t

=
∂Z
∂t

+
∂Z
∂x

∂x
∂t

+
∂Z
∂y

∂y
∂t

=
∂Z
∂t

+u(Z)
∂Z
∂x

+v(Z)
∂Z
∂y

. (3.12)

Similarly, if the bottom of the channel is rigid, thenFb = Zb(x,y)−z= 0. Hence,

w(Zb) =
DFb

∂t
= u(Zb)

∂Zb

∂x
+v(Zb)

∂Zb

∂y
. (3.13)

Substituting (3.10) - (3.13) into (3.7) we obtain:

∂
∂x

∫ Z

Zb

udz−u(Z)
∂Z
∂x

+u(Zb)
∂Zb

∂x
+

∂
∂y

∫ Z

Zb

vdz

−v(Z)
∂Z
∂y

+v(Zb)
∂Zb

∂y
+

∂Z
∂t

+u(Z)
∂Z
∂x

+v(Z)
∂Z
∂y

−u(Zb)
∂Zb

∂x
−v(Zb)

∂Zb

∂y
= 0 (3.14)

or

∂
∂x

∫ Z

Zb

udz+
∂
∂y

∫ Z

Zb

vdz+
∂Z
∂t

= 0. (3.15)

Introducing depth-averaging velocities

ū =
1
d

∫ Z

Zb

udz

and

v̄ =
1
d

∫ Z

Zb

vdz,

that are the mean values over the depth of the channel, whered = Z− Zb is the water depth

measured normal to the bottom of the channel, we obtain:
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∂Z
∂t

+
∂(ūd)

∂x
+

∂(v̄d)

∂y
= 0. (3.16)

We are assuming the vertical acceleration to neglible (
Dω
Dt

≈ 0, µ∇2ω ≈ 0). Hence, the equa-

tion (3.5) reduces to:

gz−
1
ρ

∂p
∂z

= 0. (3.17)

By integrating the equation (3.17) in thez-direction and considering the atmospheric pressure

to be zero, we obtain

∫ z

Z
gzdz=

1
ρ

∫ z

Z

∂p
∂z

dz

or

gz(z−Z) =
1
ρ

p

∣

∣

∣

∣

z

Z
.

so that the distribution of pressure is hydrostatic:

p = ρgz(z−Z). (3.18)

It follows from (3.18) that

−1
ρ

∂p
∂x

= gz
∂Z
∂x

, (3.19)

−1
ρ

∂p
∂y

= gz
∂Z
∂y

. (3.20)

Multiplying (3.2) byu, we obtain

u
∂u
∂x

+u
∂v
∂y

+u
∂ω
∂z

= 0. (3.21)

We add (3.3) and (3.21) and use (3.19) - (3.20):

∂u
∂t

+u
∂u
∂x

+u
∂v
∂y

+u
∂ω
∂z

+u
∂u
∂x

+v
∂u
∂y

+ω
∂u
∂z
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= gx +gz
∂Z
∂x

+
µ
ρ

∇2u (3.22)

or

∂u
∂t

+
∂
∂x

(u2)+
∂
∂y

(uv)+
∂
∂z

(uω) = gx +gz
∂Z
∂x

+
µ
ρ

∇2u. (3.23)

Similarly, multiplying equation (3.2) byv, adding to it (3.4) and using (3.19) - (3.20) we obtain

∂v
∂t

+
∂
∂x

(uv)+
∂
∂y

(v2)+
∂
∂z

(vω) = gy +gz
∂Z
∂y

+
µ
ρ

∇2v. (3.24)

We integrate (3.23) with respect toz from from Zb to Z:

∂
∂t

∫ Z

Zb

udz=
∫ Z

Zb

∂u
∂t

dz+u(Z)
∂Z
∂t

−u(Zb)
∂Zb

∂t
. (3.25)

It follows that

∫ Z

Zb

∂u
∂t

dz=
∂
∂t

∫ Z

Zb

udz−u(Z)
∂Z
∂t

, (3.26)

∂
∂x

∫ Z

Zb

u2dz=
∫ Z

Zb

∂
∂x

u2dz+u2(Z)
∂Z
∂x

−u2(Zb)
∂Zb

∂x
, (3.27)

∂
∂y

∫ Z

Zb

uvdz=
∫ Z

Zb

∂
∂y

(uv)dz+u(Z)v(Z)
∂Z
∂y

−u(Zb)v(Zb)
∂Zb

∂y
, (3.28)

∂
∂z

∫ Z

Zb

uωdz=
∫ Z

Zb

∂
∂z

(uω)dz+u(Z)ω(Z)
∂Z
∂z

−u(Zb)ω(Zb)
∂Zb

∂z
. (3.29)

Hence,

∫ Z

Zb

(
∂u
∂t

+
∂
∂x

(u2)+
∂
∂y

(uv)+
∂
∂z

(uω))dz

=
∂
∂t

∫ Z

Zb

udz−u(Z)
∂Z
∂t

+
∂
∂x

∫ Z

Zb

u2dz−u2(Z)
∂Z
∂x

+u2(Zb)
∂Zb

∂x
+

∂
∂y

∫ Z

Zb

(uv)dz−u(Z)v(Z)
∂Z
∂y

+u(Zb)v(Zb)
∂Zb

∂y
+u(Z)ω(Z)−u(Zb)ω(Zb). (3.30)
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As u(Z) = u(Zb) andv(Z) = v(Zb), we get:

∂
∂t

∫ Z

Zb

udz=
∂
∂t

(
1
d

∫ Z

Zb

ud dz) =
∂
∂t

(ūd), (3.31)

∂
∂x

∫ Z

Zb

u2dz=
∂
∂x

(ū2d), (3.32)

∂z
∂y

∫ Z

Zb

(uv)dz=
∂
∂y

(ūv̄d), (3.33)

−u(z)
∂Z
∂t

−u2(Z)
∂Z
∂x

+u2(Zb)
∂Zb

∂x
−u(Z)v(Z)

∂Z
∂y

+u(Zb)v(Zb)
∂Zb

∂y
= −u(Z)(

∂Z
∂t

+u(Z)
∂Z
∂x

+v(Z)
∂Z
∂y

)+u(Zb)(u(Zb)
∂Zb

∂x
+v(Zb)

∂Zb

∂y
). (3.34)

Taking into account the relationship

∂Z
∂t

+u(Z)
∂Z
∂x

+v(Z)
∂Z
∂y

= ω(Z),

u(Zb)
∂Zb

∂x
+v(Zb)

∂Zb

∂y
= ω(Zb),

the left-hand side of equation (3.30) can be simplified to

∂
∂t

(ūd)+
∂
∂x

(ū2d)+
∂
∂y

(ūv̄d). (3.35)

Similarly, the right-hand side of (3.24) becomes:

∂
∂t

(v̄d)+
∂
∂x

(ūv̄d)+
∂
∂y

(v̄2d). (3.36)

By integrating, the right-hand sides of (3.23) and (3.24) aretransformed to the form:

(gx +gz
∂Z
∂x

)d+
∫ Z

Zb

µ
ρ

∇2udz,

(gy +gz
∂Z
∂y

)d+
∫ Z

Zb

µ
ρ

∇2vdz.

We have
∂Z
∂x

=
∂(Zb +d)

∂x
=

∂d
∂x

, sinceZb = const.
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Similarly,
∂Z
∂y

=
∂d
∂y

.

Now, let us consider the shear stress terms. In turbulent flowthe dynamic viscosity is replaced

by an eddy viscosity coefficient. Moreover, a distinction ismade between the stresses acting in

thex−y plane and the stresses acting in thex−z andy−z planes. For example, the shear-stress

term of the momentum equation in thex-direction may be written as

εxy(
∂2u
∂x2 +

∂2u
∂y2 )+ εzx

∂2u
∂z2 . (3.37)

It is assumed that the effective stresses are dominated by the bottom shear stresses. This means

that the first term in (3.37) is neglible as compared to the second term. Integrating the termεzx
∂2u
∂Z2

with respect toZ we obtain

∫ Z

Zb

εzx
∂2u
∂z

dz= εzx(
∂u
∂z

) |z=Z −εzx(
∂u
∂z

) |z=Zb= τsx− τbx,

in whichτsx andτbx are the shear stresses at the water surface and at the channelbottom acting

in thex-direction. Similarly, the shear stress for the second equation reduces to

τsy− τby.

The shear stresses acting at the water surface due to wind velocity, τsx andτsy are neglected and

the shear stresses at the channel bottom,τbx andτby are evaluated by using empirical formulas.

For example, the Chezy formula gives [37]:

τb =
ρg
c2 V2,

whereV =
√

ū2 + v̄2 andc is Chezy coefficient. Hence

τbx =
ρg
c2 ūV, τby =

ρg
c2 v̄V.

Hence, the momentum equations become

∂
∂t

(ūd)+
∂
∂x

(ū2d)+
∂
∂y

(ūv̄d) = (gx +gz
∂d
∂x

)d− gū
c2

√

ū2 + v̄2, (3.38)

∂
∂t

(v̄d)+
∂
∂x

(ūv̄d)+
∂
∂y

(v̄2d) = (gy +gz
∂d
∂y

)d− gv̄
c2

√

ū2 + v̄2. (3.39)

Denotingd by h we get:
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∂
∂t

(ūh)+
∂
∂x

(ū2h)+
∂
∂y

(ūv̄h) = (gx +gz
∂h
∂x

)h− gū
c2

√

ū2 + v̄2, (3.40)

∂
∂t

(v̄h)+
∂
∂x

(ūv̄h)+
∂
∂y

(v̄2h) = (gy +gz
∂h
∂y

)h− gv̄
c2

√

ū2 + v̄2. (3.41)

Using algebraic transformations we obtain:

h
∂ū
∂t

+ ū
∂h
∂t

+ ū
∂
∂x

(ūh)

+ūh
∂ū
∂x

+ v̄h
∂ū
∂y

+ ū
∂
∂y

(v̄h) = (gx +gz
∂h
∂x

)h− gū
c2

√

ū2 + v̄2, (3.42)

h
∂v̄
∂t

+ v̄
∂h
∂t

+ v̄
∂
∂x

(ūh)

+ūh
∂v̄
∂x

+ v̄
∂
∂y

(v̄h)+ v̄h
∂v
∂y

= (gy +gz
∂h
∂y

)h− gv̄
c2

√

ū2 + v̄2. (3.43)

Taking into account that
∂h
∂t

+
∂
∂x

(ūh)+
∂
∂y

(v̄h) = 0 and dividing (3.42), (3.43) byh we get:

∂ū
∂t

+ ū
∂ū
∂x

+ v̄
∂ū
∂y

+ = (gx +gz
∂h
∂x

)− gū
hc2

√

ū2 + v̄2, (3.44)

∂v̄
∂t

+ ū
∂v̄
∂x

+ v̄
∂v
∂y

= (gy +gz
∂h
∂y

)− gv̄
hc2

√

ū2 + v̄2. (3.45)

Integration of the Navier-Stokes equations along the vertical coordinate means that the non-

uniformity of vertical velocity distribution is no more taken into account. The velocity components

u andv are considered to be independent on vertical coordinate andat every point of the flow are

constant across the flow depth.

In order to compensate for the possible error that may arise from non-uniform vertical velocity

distribution of a real flow, momentum correction coefficients β1, β2 andβ3 are used (see [43]).

The meaning of the coefficients can be explained as follows.

The approach of considering velocity to be uniformly distributed accross the vertical coordi-

nate is satisfied if the following relation holds:

∑mu= (∑m)U,

whereu is the velocity of the fluid,m is the mass of the fluid passing through a small cross-section

element,U is averaged (mean) velocity.
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Let us consider a small cross-sectional area element∆A = ∆y∆z. The discharge (volume pass-

ing through the area element∆A in a second) isQ = u∆A = u∆y∆z. The mass flow rate through

the element∆A is M = ρu∆A = ρu∆y∆z.

The momentumI passing through the cross-sectional area element∆A can be calculated from

the formula

I = ρu2∆y∆z.

By integration of the momentum equation fromz1 to z2 with respect toz we obtain:

I =
∫ z2

z1

ρu2∆ydz= ρ∆y
∫ z2

z1

u2dz.

If we consider velocityU to be uniform over the cross-section, then the momentum passing

through the element∆A is

Î = (ρU)U∆yh.

In order to compensate for the error introduced by the assumption of uniform velocity distribu-

tion across the vertical coordinate a momentum correction coefficientβ is used, defined by the

expression

βÎ = I

or

β(ρU)U∆h = ρ∆y
∫ z2

z1

u2dz.

The momentum correction coefficient can be explicitly expressed as follows:

β =
1

hU2

∫ z2

z1

u2dz.

Similar to [43] the momentum correction coefficients used inthis thesis are defined by formu-

las:

β1 =
1

hu2

∫ z2

z1

ũ2dz, (3.46)

β2 =
1

huv

∫ z2

z1

ũṽdz, (3.47)

β3 =
1

hv2

∫ z2

z1

ṽ2dz. (3.48)
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whereũ andṽ are the velocity components in thex andy directions respectively.

It is assumed that the coefficientsβ1, β2 andβ3 are independent on the spatial coordinatesx

andy.

3.4 Stability analysis

Water circulation in a shear flow may depend on stability of the flow. Unstable flows may have

better water circulation and better mixing due to formationof large eddies [34].

Stability analysis considers response of the flow to a small disturbance. If the disturbance

amplitude decays and the flow returns to its original state, then the flow is defined as stable.

However, if the perturbation grows with time and flow changesto a different state then the flow is

unstable [33].

By means of stability analysis one can track evolution of disturbances superimposed on the

base flow. Ususally it is assumed that the disturbance or perturbation is small; that allows to

obtain a linear equation governing the disturbance. However, one needs to keep in mind that in

case disturbance velocities reach a couple of percent of thebase flow, linear analysis is no more

valid as non-linear effects become significant. Although the linear equations have a limited range

where they can accurately predict evolution of disturbance, they are important tool that enables

detection of physical growth mechanisms and identificationof dominant disturbance types [33].

The essence of the stability analysis is well described in [8]. The undisturbed flow, also re-

ferred to as the base flow, can be described by a velocity field as well as other fields (like pressure,

temperature etc.) that are needed to specify the flow at each point of space and time. If the pertur-

bation is imposed on the flow, the perturbation may be inhibited, stay at the same level or grow to

the scale when the flow considerably alters it’s structure. The three types of perturbations can be

referred to as stable, neutrally stable and unstable respectively [8].

The stability analysis can be performed in the following way. First, a small perturbation is

imposed on the flow. The solution with perturbation is substituted into initial non-linear equations.

Quadratic terms containing disturbances are neglected so the equations are linearized. Thereby a

linear homogeneous system of partial differential equations and boundary conditions is obtained.

According to [8] the solution of the system can be expressed as a superposition of components,
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each component varying with time likeest for some complex numbers= σ+ iω. The linear system

will determine values ofs and the spatial variation of corresponding components as eigenvalues

and eigenfunctions. This is effectively the method of normal modes, whereby small disturbances

are resolved into modes. Each mode can be analyzed separately, as they all satisfy the linear

system.

If σ > 0 for a mode, then the perturbation is amplified and the mode issaid to be unstable.

If σ = 0, the mode is neutrally stable, and the mode is stable ifσ < 0. In this thesis the solution

of perturbation is sought as a superposition of functions oftransverse coordinate, each of them

propagating in lengthwise direction as a wave with certain complex frequency and wavenumber.

The wave is represented in the form exp(ik(x−ct)). By denotingikc as the complex frequencyλ

we can rewrite the wave expression in the form exp(−λt + ikx).

The method of normal modes allows to obtain a system of ordinary differential equations.

Under rigid-lid assumption it is possible to introduce a flowfunction that allows to reduce

the system of equations to single ordinary differential equation. The equation, governing the

perturbation, is often referred to as Rayleigh equation.

As a system of equations or a single equation for the perturbation has been derived, eigenvalues

of the equation are to be examined as they control development of perturbations.

3.5 Previous studies

Due to high abundance in nature and engineering as well as enviromental significance, shallow

water flows are object of growing interest. Several authors analyzed stability of shallow flows

both experimentally and theoretically [2], [10], [13], [34].

The effect of bottom friction on stability of shallow wake flows is investigated in [2], [4], [34], [35].

According to [35], two-dimentional structures in the flow can be associated with three stability

classes. If a small perturbation imposed on the flow increases with time at certain fixed point

of the flow and reaches a defined threshold, the flow is said to beabsolutely unstable. In case

a small perturbation grows at moving point of the flow (is convected downstream) up to certain

threshold, the flow is convectively unstable. If a small perturbation decays with time and grows

neither at fixed nor at moving point, the flow is said to be hydrodynamically stable. Different flow
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patterns correspond to the three stability classes. Chen&Jirka [2] classify them as vortex street,

unsteady bubble and steady bubble. The vortex street pattern is observed in an absolutely unstable

flow and is characterized by large eddes that arise at the endpoint of the obstacle and propagate

downstream. The unsteady bubble wake, typical for convectively unstable flows, has no expressed

eddies, although the flow pattern is twisting. Steady bubblewake has smooth pattern free of ed-

dies. The type of a stability class of a flow is ascribed to a value of stability parameter, defined by

expression:

S= cf
l
h
,

wherecf is bottom friction coefficient,l is characteristic diameter of the obstacle andh is

water depth. The distinction between absolute and convective instability can be made by analyzing

growth rate of perturbation at points where group velocity is equal to zero. If absolute growth rate

is positive at a point where the condition of zero group velocity is satisfied, there exist some modes

that will travel upstream, so the flow is absolutely unstable. If absolute growth rate is negative,

the flow is convectively unstable.

Grubisic&Smith [18] applied shallow-water equations for mountain-induced flow modeling.

The authors investigated influence of bottom friction on stability of wake flow in atmosphere and

studied effect of bottom friction on creating and dissipating vorticity. They found that stability of

mountain wakes is affected by bottom friction and correlated to the surface drag parameterr that

represents ratio of bottom friction to advection. The parameterr is expressed as

r =
cf a

h(g′h)(1−n)/2
, n = 0 or 1.

Herecf is a surface drag coefficient,a is half-width of obstacle,h is upstream fluid depth

for the vertical scale,g′ is reduced gravity, defined asg′ = g∆ρ/ρ where∆ρ is the density dif-

ference between layers. The value ofn depends on whether only Rayleigh friction is taken into

account (n = 0) or surface stress is calculated using the bulk aerodynamic friction formula. Gru-

bisic&Smith [18] found that bottom friction has a strong impact on the mean-flow characteristics.

Both absolute and convective growth rates are reduced as bottom friction is increased. The bottom

friction parameterr controls the stability of the flow: the larger ther parameter is, the more stable

the wake will be.
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Ghidaoui&Kolyshkin [14] tested validity of rigid-lid assumption for linear stability analysis

of shallow wake flows. Rigid-lid assumption is often used under shallow water model. The idea

is to replace the original flow by a flow between two parallel plates. The bottom plate has the

friction coefficient equal to the one of original channel; the boundary between the top plate and

the flow is inviscid. The rigid-lid assumption enables to reduce the system of equations governing

the flow to a single equation that remarcably elaborates calculations. The authors found that

using the rigid-lid assumption for linear stability analysis will not result in any serious error.

Ghidaoui&Kolyshkin also found the stability analysis results to be quite sensitive to the shape of

velocity profile. The authors applied weakly non-linear analysis in order to describe evolution

of perturbation in shallow wake flows. The Ginzburg-Landau equation has been derived as a

governing equation for evolution of perturbation for shallow wake flows.

Crighton&Gaster [6] analyzed stability of slowly divergingjet flow. The authors showed that

both theories for diverging flow and for parallel flow agree well with experiment.

Ghidaoui&Kolyshkin [13] analyzed stability of transverseshear flows. The authors evaluated

influence of different factors such as Froude number, velocity profile, turbulence and chosen resis-

tance formula on stability analysis results. The Froude number defines how much energy is stored

in gravity waves. The authors found that if Froude number is close to zero, the results are close to

results obtained under the rigid-lid assumption. On other hand, if the value of Froude number is

higher than two, the stability analysis results are no more valid, so non-linear analysis should be

applied. The authors studied stability of the flow for two velocity profiles: hyperbolic secant and

hyperbolic tangent profile. It is shown that size and shape ofthe stability domain is affected by

the velocity profile as well as non-uniformity of base flow. The choice of the resistance formula

has been found to have some effect on stability analysis results. Generally speaking, the friction

of the floodplain is the major factor stabilizing the flow. Turbulence dissipation is contributing to

the stability too, but its influence diminishes with growingReynolds number.

The stability of two-phase flows (fluid-particle, gas-fluid and gas-particle flows) has been con-

sidered by many authors [7], [39], [41], [42].

Yang et al. [41] analyzed the effect of particles on spatial stability of two-phase gas-particle

mixing layers. The results indicate that particles enhancestability of the flow and attenuate the

most unstable modes. The maximal spatial amplification ratedecreases linearly with the increase
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of particle loading parameter, which takes into account themagnitude of shear, particle/fluid den-

sity ratio, flow and particle characteristic response time,and ratio of particle drag to Stokes drag.

However, the angular frequency of the most unstable mode is relatively unaffected by presence

of particles. The numerical simulation was performed underthe assumptions that mean velocity

profile of the two-phase flow corresponds to the one of the single-phase flow and the particles are

initially in dynamic equilibrium with the fluid flow.

Dimas et al [7] include a term describing a dynamic interaction between the fluid and the

particle phase. Dynamic particle phase has been found to attenuate the spatial growth rate of

instabilities. The attenuation depends on the mean particle loading parameter and particle respon-

sivness parameter. It has been found that for small values ofthe mean particle loading parameter

representing the flow with no dynamic particle motion the growth rate of instabilities linearly de-

creases with increase of particle loading that is consistent with analysis results of authors (e. g.

Yang et al [41]) who neglected the dynamic interation of the particles. For higher values of the

mean particle loading parameter the growth rate dependenceon particle loading deviates from

linear preventing complete stabilization of the flow.

Most of the authors perform analysis of shallow water flows based on equations that are inte-

grated with respect to vertical coordinate. So, the non-uniformity of flow characteristics accross

the vertical coordinate is not taken into account and it assumed that vertical velocity distribution

is uniform. In some cases, however, this assumption may not be valid. Changes in roughness

of the bottom boundary or flow regimes can lead to large deviations from the above-mentioned

assumption [40], [43]. Momentum correction coefficients [40], [43] are sometimes used in order

to take into account the non-uniformity of the velocity distribution with respect to the vertical

coordinate. In particular, momentum correction coefficients are used in [16] for linear stability

analysis of shallow mixing layers and in [22] for weakly nonlinear analysis of shallow wakes.

Xia et al [40] explored influence of averaging coefficients including pressure and momentum

correction coefficients on the solution of the Saint-Venantequations. Pressure deviation from hy-

drostatic and flow velocity distribution deviation from uniform have been considered. Simulations

were made for the two cases:

• No downstream backwater effect as there is no downstream boundary restriction.

• The flow depth at downstream boundary is unchanged.
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The authors found that in absence of downstream backwater effect, the influence of pressure cor-

rection coefficient is neglible with no downstream backwater effect. The same statement is correct

for momentum correction coefficient. However, is backwatereffect is present (and it is always

present for a real flow), the value of pressure correction coefficient has a remarkable effect on

solution. The momentum correction coefficient has been found to have some influence too, but

it is less expressed. In both cases the error increases as a correction coefficient (either pressure

or momentum) goes higher. Error grows with increased backwater effect too. The authors state

that although the common concept of correction coefficient contribution being minor for steady-

flow solutions, for accurate unsteady-flow solutions it might be necessary to take the correction

coefficients into account.

Yen [43] states that the assumptions usually made for derivation of open-channel equations

are to be re-examined. The author presents an attempt to obtain generalized open-flow equations

suitable for examining the assumptions involved in commonly used open-flow equations. As a

result equations for unsteady turbulent viscous nonhomogenious flow with free surface have been

derived. The derivation technique was based on integrationof point form equations of continuity,

momentum and energy over a cross-sectional area of the channel. As the distribution of flow char-

acteristics over the cross section is usually not known in details, the resulting equations involve

quantities averaged over cross-section. Correction coefficients like mass flux correction factor

and momentum correction factor are used to compensate for the deviation arising from averaged

approach. Similar correction coefficients are used also in [44]. The derived one-dimensional

equations can be employed for engineering applications as they take into account density varia-

tion, lateral flow and other factors.

Another assumption that is widely applied for stability analyses of shallow wake flows is that

the base flow is assumed to be parallel. The assumption has been used in, for example, [2], [4], [14].

Experimental data, however, show that the width of shallow wake [3] and the width of the mixing

layer [31] are slowly changing with respect to the longitudinal coordinate. The slow divergence

of the base flow in the downstream direction allows one to construct an asymptotic scheme which

takes non-parallelism of shallow water flows into account. Such formulations have been applied

in the past to the spatial stability analysis of slowly diverging shear flows in deep water [6], [12].

Recently such a scheme has also been applied to shallow wakes [15].
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El-Hady [9] applies a correction due to non-parallelism of the flow on the spatial growth rate.

The spatial growth rateσ is sought in the formσ = −αi − εα̂i + ε(
1
ξn

∂ξn

∂x1
)r . The first term reflects

spatial growth rate of a parallel flow. The second term is the nonparallel correction. The third

term is correction due to the distortion of the eigenfunction. The curves depicting variation of the

spatial growth rates with frequency are presented for different Mach numbers of the flow. The

author considers three cases: purely parallel flow (only thefirst term in the expression of spatial

growth rate is used, the second and the third terms are neglected), the flow with non-parallelity

correction (the first and the second terms are used), and the flow with both nonparallelity and

eigenfunction disturbance correction (all terms are applied). The results indicate that for subsonic

Mach numbers the second term tends to overestimate the effect of non-parallelism. If the distortion

of eigenfunction is also considered, the non-parallel curve goes close to the curve for parallel case.

However, as the Mach number grows, the non-parallel curve moves away from the parallel curve

demonstrating strong effect of the non-parallelism. The obtained dependence curves of spatial

growth rate on frequency are compared with experimental data. The author shows that application

of non-parallelity correction enhances the agreement between the theory and experiment at least

for high Mach numbers.

Some authors imposed known controlled disturbances on a flowthat favoured study of insta-

bilities. Disturbances were introduced either by mechanical devices such as a vibrating ribbon

or by acoustic influence. Forcing a flow in a controlled way hopefully would provide basis for

construction of a representative model of instabilities and large-scale structures that occur in shear

layer flows.

Gaster et al. [12] performed theoretical and experimental analysis of deep mixing layers. The

authors pursued the goal to find the limit where large-scale vortex structure that develops in tur-

bulent mixing layer can still be described by an inviscid model. In their experiments a mixing

layer was formed by two uniform flows of different velocitiesseparated by a splitter plate. At

the end of separating plate the flows are combined into one flow. At the merging point the flow

was disturbed by a periodic motion of a small flap to make formation of large-scale vortices more

regular. Theoretical analysis in the paper is based on linearized theory that took into account slow

deviation of the mean flow from parallel. The leading term of the asymptotic expansion of the

solution is obtained by the WKB method. According to the paperthe mixing layer velocity profile
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is close to hyperbolic tangent function. The thickness of the mixing layer increases downstream

almost linearly. Experimental results in terms of magnitude and phase of velocity fluctuations are

in good agreement with theoretical predictions.
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4 STABILITY ANALYSIS OF FLOWS WITH FREE SURFACE

The present chapter considers stability of a flow with free unbounded surface. Effect of mo-

mentum corrections coefficients and the Froude number on stability analysis results has been

evaluated in order to estimate influence of flow velocity vertical non-uniformity and flow devi-

ation from ”rigid-lid” assumption. It has been found that neglection of momentum correction

coefficients may lead to significant errors in results. Application of the ”rigid-lid” assumption, in

it’s turn, has minor influence on results, therefore use of the assumption is justified [30].

4.1 Introduction

Two main assumptions are usually made in order to facilitatethe analysis under the shallow water

model:

1. The ”rigid-lid” assumption.

2. Vertical velocity uniformity assumption.

3. Parallel flow assumption (the flow profile is not altered downstream).

The essence of the first assumption is that the free surface ofthe flow is not perturbed and acts

as ”rigid-lid”. According to the second assumption, the velocity is considered to be independent

on vertical coordinate. This assumption complies with the fact that the governing equations for

shallow flow are the depth-averaged.

In some cases, however, the two assumptions may not be appropriate. Fluctuations of bottom

friction coefficient and changes in flow geometry can result in appreciable deviation of the real

flow from above-mentioned assumptions.

Momentum correction coefficients were applied by several authors [40], [43] in order to com-

pensate for the deviation arisen by the vertical non-uniformity of a real flow. However, ”rigid-lid”
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assumption brings some error into the results as well. The magnitude of the error is not yet known

well enough.

An attempt to evaluate the influence of both ”rigid-lid” and uniform velocity distribution as-

sumptions on the stability analysis of shallow wake flows is presented in this chapter. The evalu-

aton is done in the following way

• The influence of vertical velocity uniformity assumption istested by calculating stability of

the flow for different values of momentum correction coefficients and comparing the results.

• The ”rigid-lid” assumption is tested by performing stability analysis and comparing the

results for various values of the Froude numberFrH .

The latter point requires some elaboration. The Froude number is defined by the expression

FrH =
U√
gH0

, whereU is flow velocity, g is acceleration due to gravity andH0 is water depth.

The Froude number represents the ratio of inertia and gravity forces. It is shown in [13] that when

the Froude number tends to zero, the stability analysis results coinside with the results obtained

under the ”rigid-lid” assumption. So, by calculating the stability of the flow at different values

of the Froude number and comparing the results to ”rigid-lid” results, we can get an estimate of

the error, arising for the flow with specific Froude number dueto simplification of the analysis by

applying the ”rigid-lid” assumption. The Froude numberFrH , however, is not included into the

equations in an explicit way, so the Froude-like numberFr defined by the expressionFr =
U0√
gb

is used. TheFr number is linked to the Froude numberFrH by means of formula:

FrH = Fr

√

b
H0

. (4.1)

The stability analysis results are performed for a range of values of theFr number and
b

H0
ratio, whereb is characteristic width (e. g. half-width of the wake). The Froude number can be

calculated for any given set ofFr and
b

H0
values using (4.1).

4.2 Problem Formulation

The governing equations for shallow flow are obtained by integrating Euler equations with respect

to vertical coordinate (for an example refer to the introduction chapter where (3.38) - (3.39) are
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derived). In case momentum correction coefficients are used, the resuling equations have the

form [43]:

∂h
∂t

+
∂
∂x

(uh)+
∂
∂y

(vh) = 0, (4.2)

∂u
∂t

+(2β1−1)u
∂u
∂x

+[(β1−1)
u2

h
+g]

∂h
∂x

+(β2−1)u
∂v
∂y

+(β2−1)
uv
h

∂h
∂y

+β2v
∂u
∂y

−gS0x +
cf u

√
u2 +v2

2h
−F(y) = 0, (4.3)

∂v
∂t

+β2u
∂v
∂x

+(β2−1)v
∂u
∂x

+(β2−1)
uv
h

∂h
∂x

+(2β3−1)v
∂v
∂y

+[(β3−1)
v2

h
+g]

∂h
∂y

−gS0y +
cf v

√
u2 +v2

2h
= 0, (4.4)

wherex andy are spatial coordinates,t is time,u andv are depth-averaged velocity components

in thex andy directions respectively,h is water depth,g is acceleration due to gravity,F(y) is the

forcing function,S0x = −∂zb(x,y)
∂x

andS0y = −∂zb(x,y)
∂y

are the bed slopes,zb is distance from

the bottom,cf is the friction coefficient defined by the equation

1
√

cf
= As+Bs ln(Re

√
cf ), (4.5)

whereAs andBs are coefficients defined in [37],Re is the Reynolds number of the flow. In

fact (4.5) is often used in practice to calculate the friction coefficient for the flow with a given

Re. Formula (4.5) is used when the wall is smooth. Similar formulas for the case of rough

surfaces can be found in [37]. Shear stress at the boundary ismodelled by the Chezy formula

τwx =
1
2

cf ρu
√

u2 +v2 andτwy =
1
2

cf ρv
√

u2 +v2, whereρ is density,τwx andτwy are wall shear

stresses along thex andy directions respectively.

The coefficientsβ1, β2, and β3 in equations (4.2-4.4) are the momentum correction coef-

ficients defined by formulas (3.46) - (3.48) which are introduced in order to take into account

non-uniformity of velocity distribution in the vertical direction.
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Introducing characteristic length (e. g. halfwidth of the wake for wake flows)b and the char-

acteristic velocityUa, we choose the measure of time in the formb/Ua. Denoting dimensionless

functions by subscriptsd we define the terms as follows:u = udUa, v = vdUa, t =
tdb
Ua

, x = xdb,

h = hdb, y = ydb, F =
F̃U2

a

b
.

Transforming (4.2) - (4.4) to dimensionless variables and dropping the subscript ”d” we get

∂h
∂t

+h
∂u
∂x

+u
∂h
∂x

+h
∂v
∂y

+v
∂h
∂y

= 0, (4.6)

∂u
∂t

+(2β1−1)u
∂u
∂x

+(β1−1)
u2

h
∂h
∂x

+
1

Fr2(
∂h
∂x

−S0x)+β2v
∂u
∂y

+(β2−1)u
∂v
∂y

+(β2−1)
uv
h

∂h
∂y

+
cf u

√
u2 +v2

2h
− F̃(y) = 0, (4.7)

∂v
∂t

+β2u
∂v
∂x

+(β3−1)
v2

h
∂h
∂y

+
1

Fr2(
∂h
∂y

−S0y)+(β2−1)v
∂u
∂x

+(β2−1)
uv
h

∂h
∂x

+(2β3−1)v
∂v
∂y

+
cf v

√
u2 +v2

2h
= 0. (4.8)

We seek a perturbed solution for equations (4.6 - 4.8) in the form:

u = U(y)+ û(y)e−λt+ikx, (4.9)

v = v̂(y)e−λt+ikx, (4.10)

h =
H0

b
+ ĥ(y)e−λt+ikx. (4.11)

The structure of the expressions (4.9) - (4.10) suggests that the velocity functions are sought

in a form of superposition of base flowU =U(y) and perturbations, propagating in the lengthwise

directionx as a wave packet. The wave packet consists of modes; each modeis represented by the

functione−λt+ikx, wherek is the wavenumber andλ = λr + iλi is the complex eigenvalue.

Formula (4.11) assumes that periodic perturbations are imposed on the surface;H0 is undis-

turbed water depth.

Calculating the partial derivatives of the functionsu, v andh in (4.9-4.11) and substituting the

derivatives into (4.6-4.8), we obtain
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−λĥe−λt+ikx +(
H0

b
+ ĥ(y)e−λt+ikx)ikûe−λt+ikx

+(U(y)+ û(y)e−λt+ikx)ikĥe−λt+ikx

+(
H0

b
+ ĥ(y)e−λt+ikx)

∂v̂
∂y

e−λt+ikx + v̂(y)e−λt+ikx∂ĥ
∂y

e−λt+ikx = 0,

−λûe−λt+ikx +(2β1−1)(U(y)+ û(y)e−λt+ikx)ikûe−λt+ikx

+(β1−1)
(U(y)+ û(y)e−λt+ikx)2

H0
b + ĥ(y)e−λt+ikx

ikĥe−λt+ikx

+
1

Fr2(ikĥe−λt+ikx−S0x)+β2v̂(y)e−λt+ikx(
∂U
∂y

+
∂û
∂y

e−λt+ikx)

+(β2−1)(U(y)+ û(y)e−λt+ikx)
∂v̂
∂y

e−λt+ikx

+(β2−1)
(U(y)+ û(y)e−λt+ikx)v̂(y)e−λt+ikx

H0
b + ĥ(y)e−λt+ikx

∂ĥ
∂y

e−λt+ikx

+
cf (U(y)+ û(y)e−λt+ikx)

2(H0
b + ĥ(y)e−λt+ikx)

√

(U(y)+ û(y)e−λt+ikx)2 +(v̂(y)e−λt+ikx)2

−F̃(y) = 0,

−λv̂e−λt+ikx +β2(U(y)+ û(y)e−λt+ikx)ikv̂e−λt+ikx

+(β3−1)
(v̂(y)e−λt+ikx)2

H0
b + ĥ(y)e−λt+ikx

∂ĥ
∂y

e−λt+ikx

+
1

Fr2(
∂ĥ
∂y

e−λt+ikx−S0y)+(β2−1)v̂(y)e−λt+ikxikûe−λt+ikx

+(β2−1)
(U(y)+ û(y)e−λt+ikx)v̂(y)e−λt+ikx

H0
b + ĥ(y)e−λt+ikx

ikĥe−λt+ikx

+(2β3−1)v̂(y)e−λt+ikx∂v̂
∂y

e−λt+ikx

+
cf (v̂(y)e−λt+ikx)

2(H0
b + ĥ(y)e−λt+ikx)

√

(U(y)+ û(y)e−λt+ikx)2 +(v̂(y)e−λt+ikx)2 = 0.

We perform linearization in the neighborhood of the base flow, neglecting quadratic terms.

Linearization of square root terms is performed in the folowing way:

(U + ûe−λt+ikx)

√

(U + ûe−λt+ikx)2 +(v̂e−λt+ikx)2

= (U + ûe−λt+ikx)

√

(U2 +2Uûe−λt+ikx + û2e−2λt+2ikx + v̂2e−2λt+2ikx

= (U + ûe−λt+ikx)

√

(U2 +2Uûe−λt+ikx

= (U + ûe−λt+ikx)U(1+
2û
U

e−λt+ikx)
1
2
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= |(1+ ε)α = 1+αε+ ...| = (U + ûe−λt+ikx)(1+
1
2

2û
U

e−λt+ikx)U

= (U + ûe−λt+ikx)(U + ûe−λt+ikx) = U2 +2Uûe−λt+ikx + û2e−2λt+2ikx

= U2 +2Uûe−λt+ikx.

So, the term

cf (U(y)+ û(y)e−λt+ikx)

2(H0
b + ĥ(y)e−λt+ikx)

√

(U(y)+ û(y)e−λt+ikx)2 +(v̂(y)e−λt+ikx)2

can be linearized as follows:

cf (U(y)+ û(y)e−λt+ikx)

2(H0
b + ĥ(y)e−λt+ikx)

√

(U(y)+ û(y)e−λt+ikx)2 +(v̂(y)e−λt+ikx)2

=
cf (U(y)2 +2U(y)û(y)e−λt+ikx)

2(H0
b + ĥ(y)e−λt+ikx)

.

The term

cf (v̂(y)e−λt+ikx)

2(H0
b + ĥ(y)e−λt+ikx)

√

(U(y)+ û(y)e−λt+ikx)2 +(v̂(y)e−λt+ikx)2

is linearized in the following way:

cf (v̂(y)e−λt+ikx)

2(H0
b + ĥ(y)e−λt+ikx)

√

(U(y)+ û(y)e−λt+ikx)2 +(v̂(y)e−λt+ikx)2

=
cf (v̂(y)e−λt+ikx)

2(H0
b + ĥ(y)e−λt+ikx)

(U + ûe−λt+ikx) =
cf (U(y)v̂(y)e−λt+ikx)

2(H0
b + ĥ(y)e−λt+ikx)

.

So, we get

−λĥe−λt+ikx +
H0

b
ikûe−λt+ikx +U(y)ikĥe−λt+ikx +

H0

b
∂v̂
∂y

e−λt+ikx = 0,

−λûe−λt+ikx +(2β1−1)U(y)ikûe−λt+ikx

+(β1−1)
U(y)2

H0
b + ĥ(y)e−λt+ikx

ikĥe−λt+ikx +
1

Fr2(ikĥe−λt+ikx−S0x)

+β2v̂(y)e−λt+ikx∂U
∂y

+(β2−1)U(y)
∂v̂
∂y

e−λt+ikx

+
cf (U(y)2 +2U(y)û(y)e−λt+ikx)

2(H0
b + ĥ(y)e−λt+ikx)

− F̃(y) = 0,

−λv̂e−λt+ikx +β2U(y)ikv̂e−λt+ikx +
1

Fr2(
∂ĥ
∂y

e−λt+ikx−S0y)

34



+
cfU(y)v̂(y)e−λt+ikx

2(H0
b + ĥ(y)e−λt+ikx)

= 0.

The term
1

H0
b + ĥ(y)e−λt+ikx

is linearized in the following way:

1
H0
b + ĥ(y)e−λt+ikx

=
1
H0
b

1

1+ bĥ(y)
H0

e−λt+ikx

=
1
H0
b

(1+
bĥ(y)
H0

e−λt+ikx)−1 = |h(y)
H0

→ 0|

= |(1+ ε)α = 1+αε+ ...| = 1
H0
b

(1− bĥ(y)
H0

e−λt+ikx)

=
b

H0
(1− bĥ(y)

H0
e−λt+ikx).

The term
U(y)2

H0
b + ĥ(y)e−λt+ikx

ikĥe−λt+ikx becomes

U(y)2

H0
b + ĥ(y)e−λt+ikx

ikĥe−λt+ikx = U(y)2 1
H0
b + ĥ(y)e−λt+ikx

ikĥe−λt+ikx

= U(y)2 b
H0

(1− bĥ(y)
H0

e−λt+ikx)ikĥe−λt+ikx = U(y)2 b
H0

ikĥe−λt+ikx,

and the term
cf (U(y)2 +2U(y)û(y)e−λt+ikx)

2(H0
b + ĥ(y)e−λt+ikx)

changes to

cf (U(y)2 +2U(y)û(y)e−λt+ikx)

2(H0
b + ĥ(y)e−λt+ikx)

=
1
2

cf (U(y)2 +2U(y)û(y)e−λt+ikx)
1

H0
b + ĥ(y)e−λt+ikx

= cf (U(y)2 +2U(y)û(y)e−λt+ikx)
b

2H0
(1− bĥ(y)

H0
e−λt+ikx)

= cfU(y)2 b
2H0

−cfU(y)2 b
2H0

bĥ(y)
H0

e−λt+ikx

+cf 2U(y)û(y)e−λt+ikx b
2H0

=
cfU(y)2b

2H0
− cfU(y)2bbĥ(y)e−λt+ikx

2H0H0
+

cfU(y)û(y)be−λt+ikx

H0
.

We get
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−λĥe−λt+ikx +
H0

b
ikûe−λt+ikx +U(y)ikĥe−λt+ikx

+
H0

b
∂v̂
∂y

e−λt+ikx = 0,

−λûe−λt+ikx +(2β1−1)U(y)ikûe−λt+ikx +(β1−1)U(y)2 b
H0

ikĥe−λt+ikx

+
1

Fr2(ikĥe−λt+ikx−S0x)+β2v̂(y)e−λt+ikx∂U
∂y

+(β2−1)U(y)
∂v̂
∂y

e−λt+ikx

+
cfU(y)2b

2H0
− cfU(y)2bbĥ(y)e−λt+ikx

2H0H0
+

cfU(y)û(y)be−λt+ikx

H0
− F̃(y) = 0,

−λv̂e−λt+ikx +β2U(y)ikv̂e−λt+ikx +
1

Fr2(
∂ĥ
∂y

e−λt+ikx−S0y)

+
cf bU(y)v̂(y)e−λt+ikx

2H0
= 0.

Assuming thatF̃(y) =
cfU(y)2b

2H0
− S0x

Fr2 , taking into account that the slope in transverse direc-

tion S0y is zero, dividing bye−λt+ikx and introducting the stability parameters denoted as

s= cf
b

H0
,

we obtain the system of ordinary differential equations

−λĥ+
H0

b
ikû+U(y)ikĥ+

H0

b
∂v̂
∂y

= 0,

−λû+(2β1−1)U(y)ikû+(β1−1)U(y)2 b
H0

ikĥ+
1

Fr2 ikĥ

+β2v̂(y)
∂U
∂y

+(β2−1)U(y)
∂v̂
∂y

− sU(y)2bĥ(y)
2H0

+sU(y)û(y) = 0,

−λv̂+β2U(y)ikv̂+
1

Fr2

∂ĥ
∂y

+
sU(y)v̂(y)

2
= 0,
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or, grouping the terms,

H0

b
ikû+ ikUĥ+

H0

b
dv̂
dy

−λĥ = 0, (4.12)

[(2β1−1)ikU +sU]û+[(β1−1)
ikU2b

H0
+

ik
Fr2 −

sU2b
2H0

]ĥ

+(β2−1)U
dv̂
dy

+β2v
∂U
∂y

−λû = 0, (4.13)

1
Fr2

dĥ
dy

+(ikβ2U +
s
2
U)v̂−λv̂ = 0, (4.14)

with the boundary conditions

v̂(±∞) = 0, (4.15)

whereû = û(y), v̂ = v̂(y), ĥ = ĥ(y) andU = U(y).

Numerical solution of (4.12) - (4.15) is explained in detailin the Chapter 5.

4.3 Results and discussion

This chapter presents an attempt to evaluate the influence of”rigid-lid” assumption and momen-

tum correction coefficients on stability analysis results.The rigid-lid assumption is evaluated by

solving problems (4.12) - (4.15) numerically for differentvalues of Froude-like numberFr =
U0√
gb

as well as
b

H0
parameter. The

b
H0

parameter is the ratio of characteristic length of the flow (e. g.

halfwidth of the wake for wake flows) and water depth.

As it has been said in the introduction section, the solutionis sought as a supersposition of

modes, each mode propagating in thex direction (that is the direction of the flow) as a wave

having a form ofe−λt+ikx whereλ is the complex frequency of the mode andk is the wavenumber.

It is seen thatλ is an eigenvalue of the problem (4.12-4.15) and determines stability of the flow.

If the real parts of eigenvaluesλ for all modes are positive then perturbations decay with time and

flow is said to be stable. If the real part of aλ is negative for at least one mode then the mode

will amplify and the flow is unstable. By solving the problem (4.12-4.15) for different values of
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Table 4.1: Values of parametersFr,
b

H0
, β1, β2.

Fr 0.0001 0.1 0.2
b

H0
5 50

β1 1.00 1.05 1.10

β1 1.00 1.05 1.10

wavenumberk and stability parameters we can get a set of points on(k,s) plane for which one

mode has the real part of the eigenvalueλ equal to zero while other modes haveλ with positive

real parts. The points define a stability curve: the boundarybetween stable and unstable flow. All

points above the curve form the stability domain, where the flow is stable. The points below the

curve correspond to unstable flow. The value of the stabilityparameters at the top of the curve is

called ”critical value” and is denotedsc.

By solving problem (4.12-4.15) for different values ofFr,
b

H0
and constructing stability curves

we are able to evaluate influence of these two parameters on the critical valuessc of the stability

parameters. The assumption of uniform velocity distribution across the vertical coordinate for

a flow with free surface is evaluated by solving problems (4.12-4.15) for different values of the

momentum correction coefficientsβ1 andβ2.

The values ofsc have been calculated for the values of the parametersFr,
b

H0
, β1, andβ2 pre-

sented in Table 4.1. The values of the parameters have been selected to match the range observed

in nature and experiments [34], [40].

Figure 4.1 presents stability curves obtained for different values of momentum correction co-

efficients for the free surface flow withFr close to zero and characteristic length to depth ratio
b

H0
= 5. Figure 4.2 shows stability curves forFr = 0.2, and

b
H0

= 5.

Figure 4.3 presents stability analysis results for the casewhenFr = 0.2 and
b

H0
= 50.

Effect of variation of momentum correction coefficients on the critical valuesc of the stability

parameters in terms of percentage difference is shown in Figure 4.4.

Figure 4.5 depicts the dependence of the critical stabilityparametersc on the parametersFr

and
b

H0
.

The results are compared to the case when theFr (and, thereforeFrH) is close to zero. Ac-
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Figure 4.1: Stability curves for various values of momen-

tum correction coefficients obtained atFr = 0.0001,
b

H0
=

5.

cording to [13] stability characteristics for flows with free surface tend to the stability character-

istics obtained under rigid-lid assumption when the Froudenumber approaches zero. The Froude

numberFrH (based on the undisturbed water depth) is related toFr by means of the formula

FrH = Fr

√

b
H0

.

The two values of the parameter
b

H0
are chosen since the condition

b
H0

≫1 is consistent with

the shallow water approximation.

It can be seen from Figures 4.1 - 4.3 that the critical valuesc of the stability parameter is

decreasing for higherFr numbers and higher
b

H0
values. So, higherFr has a stabilizing effect on

the flow.

Figure 4.5 shows that although the stability boundary is sensitive to variations ofFr, the error

in determining thesc parameter is below 6% ifFr is less than 0.2 for the case
b

H0
=5, and if theFr

is less than 0.1 for the case
b

H0
=50.

Socolofsky&Jirka [34] performed shallow water experiments with flows around bluff bodies.

The experimental results were compared with theoretical stability analysis performed under the

rigid-lid assumption. Two experiments are described in [34]. TheFr and
b

H0
values (if half-width

of an obstacle is taken asb) for the first experiment are about 0.2 and 1.8 respectively. The second
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Figure 4.2: Stability curves for various vaules of momen-

tum correction coefficients obtained atFr = 0.2,
b

H0
= 5.

experiment hasFr close to 0.1 and
b

H0
close to 15. According to Figure 4.5, the use of rigid-lid

assumption is justified for both experiments, as resulting error will be relatively small (in the range

of 2-3%).

The Froude numberFrH for real island wakes is in the range of 0.1-0.2 [14]. Given that the

flow is shallow (which means
b

H0
is much higher than unity and is equal to, let’s say, 50), theFr

parameter will be no larger than 0.03. Figure 4.5 clearly shows, that the error will be in the 2%

range.

So, the ”rigid-lid” assumption is precise enough for calculation of thesc parameter for the

range of Froude numbers typical for shallow flows. However, for large Froude numbers applica-

tion of ”rigid-lid” may lead to underestimation of the stability of the flow.

Figure 4.4 presents results of the comparison of thesc parameter calculated from (4.12) - (4.15)

for different values of momentum correction coefficientsβ1 andβ2. The results are compared to

the values ofsc calculated forβ1=1.00 andβ2=1.00 that corresponds to the case when the velocity

non-uniformity across the vertical coordinate is not takeninto account.

As it can be seen from Figure 4.4 for some combination of the values ofβ1 andβ2 the relative

error can reach 10%. The increase ofβ1 leads to growth ofsc, so the flow becomes more unstable.

Theβ2 coefficient has, in turn, stabilizing effect on the flow, but its influence diminishes with the
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Figure 4.3: Stability curves for various vaules of momen-

tum correction coefficients obtained atFr = 0.2,
b

H0
= 50.

growth of β1. Unfortunately, the values of coefficientsβ1 andβ2 for real island wakes are not

known. However, as the error in determining thesc parameter may grow with increased values of

β1 or β2 it might be important to know the values ofβ1 andβ2 for analyzed shallow flows.
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Figure 4.4: The percentage difference∆ between the values

of thesc for depth-averaged equations (β1 = 1, β2 = 1) and

equations with correction factors (β1 > 1, β2 > 1).

Figure 4.5: The percentage difference∆ between the values

of the sc with and without the rigid-lid assumption for the

case
b

H0
=5 and

b
H0

=50.
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5 RIGID-LID ASSUMPTION. LINEAR STABILITY ANALYSIS

The present chapter considers stability of a shallow flow. The stability analysis is performed

under the ”rigid-lid” assumption that allows to reduce the model to a single equation. Influence of

vertical non-uniformity of flow velocity in terms of momentum correction coefficients on stability

analysis results is considered. It is shown that an error of 10%-12% may arise if the coefficients

are neglected [21] [22].

5.1 Introduction

The ”rigid-lid” assumption is widely used under the shallowflow model in order to facilitate

analysis. The idea of ”rigid-lid” assumption is to model gravity-driven free surface flow as a

pressure-driven flow between two parallel plates. The top plate is assumed to have zero friction

coefficient while the bottom plate has friction coefficient equal to the one of the original channel.

In other words, one considers a flow with constant depth.

Application of ”rigid-lid” assumption enables to eliminate pressure and introduce a stream

function into the governing equations. The system of equations is therefore replaced by a single

partial differential equation containing only one unknownfunction: the stream function.

Besides the ”rigid-lid” assumption there are other assumptions used under the shallow flow

model:

They are:

1. The velocity is independent from vertical coordinate.

2. The flow profile does not depend on the lengthwise coordinate (parallel flow assumption).

The assumption of velocity independence on vertical coordinate is tested in this chapter.

The assumption complies with the fact that the shallow-flow equations are obtained by inte-

grating Euler equations with respect to vertical coordinate, so the vertical velocity distribution

profile is replaced by some average value.
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Figure 5.1 demonstrates vertical velocity distribution profiles for turbulent and averaged flows.

In other words, the vertical velocity distribution is considered to be uniform in a shallow flow

model.

In some cases, however, vertical velocity profile may deviate from uniform. In order to com-

pensate for possible deviations, momentum correction coefficients are introduced.

The present chapter’s objective is to evaluate influence of the values of momentum correc-

tion coefficients on stability analysis results, obtained under the ”rigid-lid” assumption. Stability

analysis results is performed for different values of momentum correction coefficients and are

compared to ones obtained for unity values.

Figure 5.1: Vertical velocity distribution profiles for turbu-

lent and averaged flow

5.2 Governing Equations for ”rigid-lid” assumption

The governing equations for shallow flow are derived from Euler equations by integrating them

with respect to vertical coordinate [43]. The resulting equations, frequently referred to as Saint–

Venant equations, are:

∂H0

∂t
+

∂
∂x

(uH0)+
∂
∂y

(vH0) = 0, (5.1)

∂u
∂t

+ (2β1−1)u
∂u
∂x

+[(β1−1)
u2

H0
+g]

∂H0

∂x

+ (β2−1)u
∂v
∂y

+(β2−1)
uv
H0

∂H0

∂y
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+ β2v
∂u
∂y

−gS0x +
cf u

√
u2 +v2

2H0
−F(y) = 0, (5.2)

∂v
∂t

+ β2u
∂v
∂x

+(β2−1)v
∂u
∂x

+ (β2−1)
uv
H0

∂H0

∂x
+(2β3−1)v

∂v
∂y

+ [(β3−1)
v2

H0
+g]

∂H0

∂y
−gS0y +

cf v
√

u2 +v2

2H0
= 0, (5.3)

whereH0 is water depth,u andv are flow velocities inx (lengthwise) andy (transverse) direc-

tions respectively,g is acceleration due to gravity,S0x andS0y are slopes inx andy directions,cf

is the friction coefficient defined by the equation [14]:

1
√

cf
= −4log(

1.25
4Re

√
cf

),

whereReis the Reynolds number.

Shear stress at the boundary is modeled by the Chezy formula

τwx =
1
2

cf ρu
√

u2 +v2

and

τwy =
1
2

cf ρv
√

u2 +v2,

whereρ is density,τwx andτwy are wall shear stresses along thex andy directions respectively.

The coefficientsβ1, β2, andβ3 in equations (5.4) - (5.6) are the momentum correction coef-

ficients defined by (3.46) - (3.47) which are used in order to take into account non-uniformity of

velocity distribution in the vertical direction. The effect of β1, β2 andβ3 variation on the stability

of the flow is evaluated in this chapter.

By assuming water depthH0 to be constant in (5.1) - (5.3), introducing measures of length,

time and velocity given byb,
b

Ua
andUa respectively, transforming the equations to dimensionless

form, and replacing gravity-drive flow by pressure-driven flow, namely
∂p
∂x

= − S0x

Fr2 − F(y)b
U2

a
,

∂p
∂y

= − S0y

Fr2 we get

∂u
∂x

+
∂v
∂y

= 0, (5.4)

∂u
∂t

+(2β1−1)u
∂u
∂x

+(β2−1)u
∂v
∂y

+β2v
∂u
∂y
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= −∂p
∂x

− cf

2h
u
√

u2 +v2, (5.5)

∂v
∂t

+(β2−1)v
∂u
∂x

+β2u
∂v
∂x

+(2β3−1)v
∂v
∂y

= −∂p
∂y

− cf

2h
v
√

u2 +v2, (5.6)

wherex andy are the spatial coordinates,t is the time,u andv are the depth-averaged velocity

components in thex andy directions respectively,h =
H0

b
is dimensionless water depth,cf is the

friction coefficient defined by the equation [14]:

1
√

cf
= −4log(

1.25
4Re

√
cf

),

whereReis the Reynolds number.

By denoting the partial derivatives by subscripts we can rewrite the equations (5.4) - (5.6) in

the form:

ux +uy = 0, (5.7)

ut +(2β1−1)uux +(β2−1)uvy +β2vuy

= −px−
cf

2h
u
√

u2 +v2, (5.8)

vt +(β2−1)vux +β2uvx +(2β3−1)vvy

= −py−
cf

2h
v
√

u2 +v2. (5.9)

In order to eliminate pressure we differentiate the equation (5.8) with respect toy and the

equation (5.9) with respect tox. We obtain the following system of equations:

ux +uy = 0, (5.10)

uyt +(2β1−1)uyux +(2β1−1)uuxy+(β2−1)uyvy

+(β2−1)uvyy+β2vyuy +β2vuyy

= −pxy−
cf

2h
uy

√

u2 +v2− cf

2h
u

1√
u2 +v2

(uuy +vvy), (5.11)

vtx +(β2−1)vxux +(β2−1)vuxx+β2uxvx +β2uvxx

+(2β3−1)vxvy +(2β3−1)vvyx

= −pxy−
cf

2h
vx

√

u2 +v2− cf

2h
v

1√
u2 +v2

(uux +vvx). (5.12)
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By subtracting (5.12) from (5.11) we obtain

ux +uy = 0, (5.13)

uyt −vxt +(2β1−1)uyux +(2β1−1)uuxy+(β2−1)uyvy

+(β2−1)uvyy+β2vyuy +β2vuyy− (β2−1)vxux

−(β2−1)vuxx−β2uxvx−β2uvxx− (2β3−1)vxvy− (2β3−1)vvyx

+
cf

2h
uy

√

u2 +v2− cf

2h
vx

√

u2 +v2 +
cf

2h
u

1√
u2 +v2

(uuy +vvy)

−cf

2h
v

1√
u2 +v2

(uux +vvx) = 0. (5.14)

Introducing the stream functionψ(x,y, t) defined by the relations

u =
∂ψ
∂y

,v = −∂ψ
∂x

, (5.15)

we rewrite the equations (5.4) - (5.6) in the form:

ux +uy = 0, (5.16)

ψyyt +ψxxt +(2β1−1)ψyyψyx+(2β1−1)ψyψyyx− (β2−1)ψyyψxy

−(β2−1)ψyψxyy−β2ψxyψyy−β2ψxψyyy+(β2−1)ψxxψyx

+(β2−1)ψxψyxx+β2ψyxψxx+β2ψyψxxx− (2β3−1)ψxxψxy

−(2β3−1)ψxψxxy+
cf

2h
ψyy

√

ψ2
x +ψ2

y +
cf

2h
ψxx

√

ψ2
y +ψ2

x

+
cf

2h
ψy

1
√

ψ2
y +ψ2

x

(ψyψyy+ψxψxy)

+
cf

2h
ψx

1
√

ψ2
y +ψ2

x

(ψyψyx+ψxψxx) = 0, (5.17)

or

(∆ψ)t +(2β1−β2)(ψyψxy)y−β2(ψxψyy)y +(β2−1)(ψxψxy)x

+β2(ψxxψy)x− (2β3−1)(ψxψxx)y +
cf

2h
∆ψ

√

ψ2
x +ψ2

y

+
cf

2h
√

ψ2
x +ψ2

y

(ψ2
yψyy+2ψxψyψxy+ψ2

xψxx) = 0, (5.18)
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where∆ is the Laplacian in two dimensions and the subscripts indicate derivatives with respect

to the variablesx andy.

We suppose that the base flow

U = (U(y),0), (5.19)

is perturbed and the perturbed solution to the equation (5.18) is assumed to be of the form

ψ = ψ0 + εψ1 + ..., (5.20)

whereε is a small parameter andψ0y = U . Substituting (5.19) and (5.20) into (5.18) we obtain

(∆ψ0)t + ε(∆ψ1)t +(2β1−β2)((ψ0y + εψ1y)(ψ0xy+ εψ1xy))y

−β2((ψ0x + εψ1x)(ψ0yy+ εψ1yy))y

+(β2−1)((ψ0x + εψ1x)(ψ0xy+ εψ1xy))x

+β2((ψ0xx+ εψ1xx)(ψ0y + εψ1y))x

−(2β3−1)((ψ0x + εψ1x)(ψ0xx+ εψ1xx))y

+
cf

2h
(∆ψ0 + ε∆ψ1)

√

(ψ0x + εψ1x)2 +(ψ0y + εψ1y)2

+
cf

2h
√

(ψ0x + εψ1x)2 +(ψ0y + εψ1y)2
((ψ0y + εψ1y)

2(ψ0yy+ εψ1yy)

+2(ψ0x + εψ1x)(ψ0y + εψ1y)(ψ0xy+ εψ1xy)

+(ψ0x + εψ1x)
2(ψ0xx+ εψ1xx)) = 0. (5.21)

Keeping in mind thatψ0t andψ0x are both equal to zero asψ0 = ψ0(y), and neglecting terms

of ε2 we are able to linearize equation (5.21) in the neighbourhood of base flow (5.19).

The terms containing square roots are linearized as follows:

√

ψ2
0y +2εψ0yψ1y = (ψ2

0y +2εψ0yψ1y)
1
2 = ψ0y(1+2ε

ψ1y

ψ0y
)

1
2

= |(1+ ε)α = 1+αε+ ...| = ψ0y(1+ ε
ψ1y

ψ0y
) = ψ0y + εψ1y (5.22)

and

1
√

ψ2
0y +2εψ0yψ1y

= (ψ2
0y +2εψ0yψ1y)

− 1
2 =

1
ψ0y

(1+2ε
ψ1y

ψ0y
)−

1
2
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= |(1+ ε)α = 1+αε+ ...| = 1
ψ0y

(1− ε
ψ1y

ψ0y
) =

ψ0y− εψ1y

ψ2
0y

. (5.23)

Hence,

(∆ψ0 + ε∆ψ1)
√

ψ2
0y +2εψ0yψ1y = (ψ0yy+ εψ1xx+ εψ1yy)(ψ0y

+εψ1y) = ψ0yyψ0y + ε(ψ0yψ1xx+ψ0yψ1yy+ψ0yyψ1y) (5.24)

and

1
√

ψ2
0y +2εψ0yψ1y

((ψ0y + εψ1y)
2(ψ0yy+ εψ1yy)

+2(ψ0x + εψ1x)(ψ0y + εψ1y)(ψ0xy+ εψ1xy)

+(ψ0x + εψ1x)
2(ψ0xx+ εψ1xx))

=
1

√

ψ2
0y +2εψ0yψ1y

((ψ0y + εψ1y)
2(ψ0yy+ εψ1yy))

= (
ψ0y− εψ1y

ψ2
0y

)(ψ2
0y +2εψ0yψ1y)(ψ0yy+ εψ1yy)

=
1

ψ2
0y

(ψ0y− εψ1y)(ψ2
0yψ0yy+ ε(2ψ0yyψ0yψ1y +ψ2

0yψ1yy))

=
1

ψ2
0y

(ψ3
0yψ0yy+ ε(2ψ0yyψ2

0yψ1y +ψ3
0yψ1yy−ψ2

0yψ0yyψ1y))

=
1

ψ2
0y

(ψ3
0yψ0yy+ ε(ψ3

0yψ1yy+ψ0yyψ2
0yψ1y))

= ψ0yψ0yy+ ε(ψ0yψ1yy+ψ0yyψ1y). (5.25)

We obtain linearized equation (5.21) in the form:

ε((∆ψ1)t +(2β1−β2)(ψ0yψ1xy)y−β2(ψ1xψ0yy)y +β2(ψ1xxψ0y)x)

+
cf

2h
(ψ0yyψ0y + ε(ψ0yψ1xx+ψ0yψ1yy+ψ0yyψ1y))

+
cf

2h
(ψ0yψ0yy+ ε(ψ0yψ1yy+ψ0yyψ1y)) = 0. (5.26)

Denotingψ0y asU , we rewrite (5.26) as follows

ε(ψ1xxt +ψ1yyt +(2β1−β2)(Uyψ1xy+Uψ1xyy)
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−β2(Uyyψ1x +Uyψ1xy)+β2Uψ1xxx)

+
cf

2h
(UyU + ε(Uψ1xx+Uψ1yy+Uyψ1y))

+
cf

2h
(UUy + ε(Uψ1yy+Uyψ1y) = 0. (5.27)

Collecting the terms proportional toε we get

ψ1xxt +ψ1yyt +(2β1−β2)(Uyψ1xy+Uψ1xyy)−β2(Uyψ1xy

+Uyyψ1x)+β2Uψ1xxx+
cf

2h
(Uψ1xx+2Uyψ1y +2Uψ1yy) = 0. (5.28)

According to the method of normal modes we seek the perturbedcomponentψ1 of the stream

function in the form

ψ1(x,y, t) = φ1(y)e
ik(x−ct) +c.c., (5.29)

wherek is a wavenumber andc = cr + ici is a complex eigenvalue; ”c.c.” means ”complex conju-

gate”.

Substituting (5.29) into (5.28) we obtain the linearized stability equation (the modified Rayleigh

equation) in the form:

φ′′1[(2β1−β2)U −c+
cf

ikh
U ]+Uy(2β1−2β2

+
cf

ikh
)φ′1 +(k2c−β2Uyy−k2β2U − cf

2ih
kU)φ1 = 0, (5.30)

with the boundary conditions

φ1(±∞) = 0. (5.31)

The solution of (5.30) - (5.31) is a superposition of modes. Each mode propagates as a wave

that can be described by functioneik(x−ct). The wave speed of a mode,c, is complex (c = cr +ci).

Imaginary partsci determine the temporal stability of the flow. The flow is said to be linearly

stable if all wave speeds have negative imaginary parts. Allmodes of a perturbation decay with

time in this case. If the imaginary part of the wave speed of atleast one mode is positive then the

flow is said to be linearly unstable as the perturbation has a mode that grows with time. Solving

the equation for different values of the wavenumberk and bottom friction coefficientcf we are

able to find a set of values for which one mode has the imaginarypart of the wave speedc equal

to zero while wave speeds of all other modes have negative imaginary parts. For convenience and
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in order to enable comparison with the results obtained for flows with free surface and two-phase

flows, the stability parameter values is calculated for each value of the friction coefficientcf . The

stability parameters is related to the friction coefficientcf by means of formulas=
cf b

H0
, whereb

is characteristic scale of the flow (e. g. halfwidth of the wake for wake flows, see [14]) andH0 is

water depth (keep in mind that dimensionless water depthh is defined by the expressionh =
H0

b
).

If we plot the points corresponding to values meeting the above-mentioned condition (one

mode hasci equal to zero) on the(k,s) plane, we obtain a so-called neutral stability curve. The

neutral stability curve is effectively a boundary between the stablity region where perturbations

decay with time and the instability region where perturbations have one or more amplifying modes

(see Figure 5.2).

Figure 5.2: Neutral stability curve.

The valuesc of the stability parameters at the top of the stability curve is called the critical

value and is effectively a threshold separating stability and instability domains. If the bottom

friction coefficient is above its critical value, then all the modes of a perturbation decay with time.

For bottom friction coefficient values below critical some modes are unstable and the perturbation

grows with time.

Calculations show that for sufficiently large values of the stability parameters all eigenvalues

have negative imaginary parts(ci < 0), so the flow is stable. By decreasings for a givenk it is

possible to reach the point where at least oneci becomes positive and the flow loses stability. The

bisection method enables us to find the value of the stabilityparameters for which at least one

ci is close to zero, while all otherci are negative. This point lies on the ”border” between the
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stability and instability regions of the flow. By repeating the process for different values of the

wavenumberk we are able to build a neutral stability curve that is defined as a set of all points in

the(k,s)-plane for which onecm has the imaginary part equal to zero, while imaginary parts of all

othercm are negative. The neutral stability curve represents the boundary separating the stability

domain (above the curve) from the instability domain (belowthe curve). The critical value,sc of

the parameters is defined as the coordinate of the highest point of the curve,or sc = max
k

(s(k)).

Thesc parameter is very important in linear stability analysis. The flow is stable for allk if the

value ofs is higher thansc, and flow is unstable for somek if s< sc.

The form of the stability curve and the critical value of the stability parameter depends on

values of momentum correction coefficients.
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Figure 5.3: Neutral stability curves versusk for different

values of momentum correction coefficientsβ1 andβ2).

5.3 Results

The influence of momentum correction coefficients on the critical value of stability parameters for

the ”rigid-lid” case is analyzed in this section. The main objective is to determine how deviation

of vertical velocity profile of a flow from uniform one affectsthe boundary between stable and
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unstable flow. The influence is evaluated by solving problems(5.30)-(5.31) for different values

of momentum correction coefficientsβ1 andβ2. The threshold between the stable and unstable

flow is represented by the critical valuesc of the parameters. Thesc value of stability parameter

is affected by variation of parametersβ1 andβ2. The linear stability results are presented for the

classical (see Figure 3.1) hyperbolic secant wake profile. Numerical method used for computation

is described in Chapter 5.

sc has been calculated for the followingβ1, andβ2 that are in the neighbourhood of experi-

mentally determined values of momentum correction coefficients [40]:

β1 = 1.00,1.05,1.10,

β2 = 1.00,1.05,1.10.

These values have been chosen, as it is believed that values of momentum correction coeffi-

cients are not high for turbulent shallow flows due to good mixing of water. The flow profile does

not differ much from uniform one with exception of domain near the bottom of the flow where the

it is affected by bottom friction.
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Figure 5.4: The percentage difference∆ between the values

of thesc for depth-averaged equations (β1 = 1, β2 = 1) and

equations with correction factors (β1 > 1,β2 > 1).
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The value ofRof the wake profile in (3.1) is fixed atR= −0.5. The parameterN representing

the number of terms in Chebyshev polynomial (refer to expression (7.4)) series is directly related

to the accuracy of computations. Several values ofN have been tried and effect of increase ofN

value on accuracy of computation has been analysed. It was found that the valueN = 50 provides

sufficient degree of accuracy and, therefore, all numericalresults generated in the chapter are

obtained for the caseN = 50.
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Figure 5.5: The real part of an eigenfunction obtained at

β1 = 1, β2 = 1 andR= −0.9.

The stability curves obtained for various values of momentum correction coefficientsβ1 and

β2 are presented in Figure 5.3. Each curve represents the boundary between the stability domain

(above the curve) and the instability domain (below the curve). The ordinate of the top of the

curve corresponds to the critical value of the parameters. It can be seen that the coefficient

β1, reflecting influence of lengthwise velocity component non-uniformity, reduces stability of the

flow. The instability domain grows as value ofβ1 increases. The coeficientβ2 reflecting both

lengthwise and transverse velocity components has, in its turn, stabilizing effect on the flow. The

instability domain diminishes asβ2 grows.

Figure 5.4 presents results of the comparison of thesc parameter calculated for different values

of momentum correction coefficientsβ1 and β2. The results are compared to the values ofsc
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Figure 5.6: The imaginary part of an eigenfunction obtained

at β1 = 1, β2 = 1 andR= −0.9.

that are calculated forβ1=1.00 andβ2=1.00. The caseβ1=1.00 andβ2=1.00 corresponds to the

approach when the velocity non-uniformity across the vertical coordinate is not taken into account.

As it can be seen, for some combinations of the values ofβ1 andβ2 the relative error can reach

10%. The general trend is that error grows with values of theβ1 andβ2 coefficients. However, for

a certain combination of the momentum correction coefficient values (β1 = 1.05, β2 = 1.10) the

error is minimized.

The real and imaginary parts of the eigenfunctionφ(x) = φr(x)+ iφi(x) are shown in Figure 5.5

and Figure 5.6 forR= −0.9 andβ1 = β2 = 1.00.

Unfortunately, the values of coefficientsβ1 andβ2 for real island wakes are not known. It is

assumed that for turbulent flow the values of the momentum correction coefficients should not

be high, generally, they are expected be in the range of 1.00−1.10 as turbulence of the flow fa-

vors momentum transfer between adjacent flow layers thus reducing the velocity non-uniformity

in vertical direction. However, as the error in determiningthe sc parameter may grow with in-

creased values ofβ1 (the stability boundary can be underestimated with increase of β1) it might

be important to know the values ofβ1 andβ2 for the analyzed shallow flows.
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6 WEAKLY NON-LINEAR ANALYSIS

The present chapter considers growth and development of a perturbation in shallow flows.

Weakly non-linear analysis is employed to track evolution of perturbation. The analysis implies

that the amplitude of a perturbation weakly depends on time and coordinate. The results indicate

that perturbation amplitude is governed by the Ginzburg-Landau equation with complex coeffi-

cients [23] [24].

6.1 Introduction

Linear stability analysis is an effective tool for determining an onset of instability, that is the value

of s at which a flow becomes unstable. However, linear stability analysis cannot predict how a

perturbation will be evolving in time and space.

In other words linear stability analysis can tell that at a certain point perturbation is amplified

but gives no clue about further development of instability.Indeed, the perturbation function is

sought in a form:

ψ1(x,y, t) = φ1(y)e
ik(x−ct) +c.c. (6.1)

The eigenfunctionφ1(y) can be replaced byCφ1(y) whereC is arbitrary constant. The constant

C cannot be specified by means of linear stability analysis.

The idea of weakly non-linear approach is to perform analysis in a domain that is slightly

belowsc (see Figure 5.2). Effectively, the selected domain is defined by the expression

s= sc(1− ε2). (6.2)

The point of considering a domain in the neighborhood of thesc value is that the non-linearities

grow slowly here and don’t affect results so dramatically. Therefore the approach is called weakly

non-linear.
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The weakly non-linear approach implies that the functionψ1(x,y, t) is sought in the form:

ψ1(x,y, t) = A(ξ,τ)φ1(y)e
ik(x−ct) +c.c., (6.3)

whereA is slowly varying amplitude of perturbation. The functionA depends on stretched

lengthwise coordinateξ and ”slow” timeτ. Parametersξ andτ are defined by formulas (see [36]):

τ = ε2t, (6.4)

ξ = ε(x−cgt). (6.5)

The stretched coordinateξ is moving with group velocity of the perturbation modescg.

The parameterε is effectively a measure of how far the analysed domain spreads into the

instability field (see (6.2)).

6.2 Derivation of modified Rayleigh equation

Let us consider equation (5.18). We seek perturbed solutionof the equation (5.18) in a form of

power series:

ψ = ψ0 + εψ1 + ε2ψ2 + ε3ψ3 + ..., (6.6)

whereψ0y is the base flowU = U(0,y).

Substituting (6.6) into the equation (5.18) and collectingterms proportional toε we obtain a

linearized equation for functionψ1:

Lψ1 = 0, (6.7)

whereL is a linear operator defined by the expression:

Lφ = φxxt +φyyt +(2β1−β2)(Uyφxy+Uφxyy)−β2(Uyφxy+Uyyφx)

+β2Uφxxx+
cf

2h
(Uφxx+2Uyφy +2Uφyy). (6.8)
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The functionψ1 satisfies the boundary conditions:

ψ1(±∞) = 0. (6.9)

According to the method of normal modes we seek functionψ1 in a form:

ψ1(x,y, t) = φ1(y)e
−λt+ikx. (6.10)

Substituting (6.10) into (6.7) we obtain a modified Rayleigh equation for functionφ1

(ik(2β1−β2)U0 +SU0)
d2φ1

dy2 +(2ik(β1−β2)+s)
dU0

dy
dφ1

dy

−φ1

(

ik
d2U0

dy2 + ik3U0 +
s
2

k2U0

)

−λ
(

d2φ1

dy2 −k2φ1

)

= 0. (6.11)

As in case of linear analysis,s is the stability parameter here, defined by the expression

s=
cf b

h
,

whereb is characteristic length andh is water depth.

Solving the modified Rayleigh equation we obtain a critical stability parameter valuesc that

marks the boundary between stability and instability domains. If stability parameters is below it’s

critical value, then the flow is unstable and vice versa.

6.3 Derivation of Ginzburg-Landau equation

In order to perform a weakly non-linear analysis we assume the stability parameter is a little bit

below it’s critical value (see (6.2)).

We introduce ”slow” timeτ = ε2t, ”stretched” coordinateξ = ε(x−cgt) moving with a group

velocitycg, and seek functionψ1 in the form (6.3).

According to the chain rule, partial derivatives (denoted by subscripts) for functionψ(x,y, t,ξ,τ)

are denoted in the following way:

ψx → ψx + εψξ,
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ψt → ψt − εcgψξ + ε2ψτ,

ψxy → ψxy+ εψξy,

ψxx → ψxx+2εψxξ + ε2ψξξ,

ψxxx → ψxxx+3εψxxξ +3ε2ψxξξ + ε3ψξξξ,

ψxxy → ψxxy+2εψxyξ + ε2ψξξy,

ψxyy → ψxyy+ εψyyξ. (6.12)

Substituting (6.6) into (5.18), we get:

(∆(ψ0 + εψ1 + ε2ψ2 + ε3ψ3))t +(2β1−β2)((ψ0 + εψ1 + ε2ψ2

+ε3ψ3)y(ψ0 + εψ1 + ε2ψ2 + ε3ψ3)xy)y

−β2((ψ0 + εψ1 + ε2ψ2 + ε3ψ3)x(ψ0

+εψ1 + ε2ψ2 + ε3ψ3)yy)y +(β2−1)((ψ0 + εψ1 + ε2ψ2 + ε3ψ3)x(ψ0

+εψ1 + ε2ψ2 + ε3ψ3)xy)x +β2((ψ0 + εψ1 + ε2ψ2 + ε3ψ3)xx(ψ0

+εψ1 + ε2ψ2 + ε3ψ3)y)x− (2β3−1)((ψ0

+εψ1 + ε2ψ2 + ε3ψ3)x(ψ0 + εψ1 + ε2ψ2 + ε3ψ3)xx)y

+
cf

2h
∆(ψ0 + εψ1 + ε2ψ2 + ε3ψ3)

√

(ψ0 + εψ1 + ε2ψ2 + ε3ψ3)2
x +(ψ0 + εψ1 + ε2ψ2 + ε3ψ3)2

y

+
cf

2h
√

(ψ0 + εψ1 + ε2ψ2 + ε3ψ3)2
x +(ψ0 + εψ1 + ε2ψ2 + ε3ψ3)2

y

((ψ0 + εψ1 + ε2ψ2 + ε3ψ3)
2
y(ψ0 + εψ1 + ε2ψ2 + ε3ψ3)yy

+2(ψ0 + εψ1 + ε2ψ2 + ε3ψ3)x(ψ0 + εψ1

+ε2ψ2 + ε3ψ3)y(ψ0 + εψ1 + ε2ψ2 + ε3ψ3)xy

+(ψ0 + εψ1 + ε2ψ2 + ε3ψ3)
2
x(ψ0 + εψ1 + ε2ψ2 + ε3ψ3)xx) = 0 (6.13)

or

∆(ψ0t + εψ1t + ε2ψ2t + ε3ψ3t)+(2β1−β2)((ψ0y + εψ1y + ε2ψ2y

+ε3ψ3y)(ψ0xy+ εψ1xy+ ε2ψ2xy+ ε3ψ3xy))y

−β2((ψ0x + εψ1x + ε2ψ2x + ε3ψ3x)(ψ0yy

+εψ1yy+ ε2ψ2yy+ ε3ψ3yy))y
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+(β2−1)((ψ0x + εψ1x + ε2ψ2x + ε3ψ3x)(ψ0xy

+εψ1xy+ ε2ψ2xy+ ε3ψ3xy))x

+β2((ψ0xx+ εψ1xx+ ε2ψ2xx+ ε3ψ3xx)(ψ0y

+εψ1y + ε2ψ2y + ε3ψ3y))x− (2β3−1)((ψ0x

+εψ1x + ε2ψ2x + ε3ψ3x)(ψ0xx+ εψ1xx+ ε2ψ2xx+ ε3ψ3xx))y

+
cf

2h
∆(ψ0 + εψ1 + ε2ψ2 + ε3ψ3)

√

(ψ0x + εψ1x + ε2ψ2x + ε3ψ3x)2 +(ψ0y + εψ1y + ε2ψ2y + ε3ψ3y)2

+
cf

2h
√

(ψ0x + εψ1x + ε2ψ2x + ε3ψ3x)2 +(ψ0y + εψ1y + ε2ψ2y + ε3ψ3y)2

((ψ0y + εψ1y + ε2ψ2y + ε3ψ3y)
2(ψ0yy+ εψ1yy+ ε2ψ2yy+ ε3ψ3yy)

+2(ψ0x + εψ1x + ε2ψ2x + ε3ψ3x)(ψ0y + εψ1y

+ε2ψ2y + ε3ψ3y)(ψ0xy+ εψ1xy+ ε2ψ2xy+ ε3ψ3xy)

+(ψ0x + εψ1x + ε2ψ2x + ε3ψ3x)
2(ψ0xx

+εψ1xx+ ε2ψ2xx+ ε3ψ3xx)) = 0. (6.14)

Taking into account thatψ0 = ψ0(y) and neglecting terms higher thanε3 we get:

(εψ1xxt + ε2ψ2xxt + ε3ψ3xxt)

+(εψ1yyt + ε2ψ2yyt + ε3ψ3yyt)+(2β1−β2)(εψ0yψ1xy+ ε2ψ1yψ1xy

+ε3ψ2yψ1xy+ ε2ψ0yψ2xy+ ε3ψ1yψ2xy+ψ0yε3ψ3xy)y

−β2(εψ0yyψ1x + ε2ψ0yyψ2x + ε3ψ0yyψ3x

+ε2ψ1xψ1yy+ ε3ψ2xψ1yy+ ε3ψ1yyψ2x)y

+(β2−1)(ε2ψ1xψ1xy+ ε3ψ2xψ1xy+ εψ1xψ2xy)x

β2(εψ1xxψ0y + ε2ψ2xxψ0y + ε3ψ3xxψ0y

+ε2ψ1xxψ1y + ε3ψ2xxψ1y + ε3ψ1xxψ2y)x

−(2β3−1)(ε2ψ1xψ1xx+ ε3ψ2xψ1xx+ ε3ψ1xψ2xx)y

+
cf

2h
∆(ψ0 + εψ1 + ε2ψ2 + ε3ψ3)

√

u(ψ0,ψ1,ψ2,ψ3)

+
cf

2h
√

u(ψ0,ψ1,ψ2,ψ3)
(ψ2

0yψ0yy+ εψ1yψ0yψ0yy

+ε2ψ2yψ0yψ0yy+2ε3ψ3yψ0yψ0yy

+εψ0yψ1yψ0yy+ ε2ψ2
1yψ0yy+ ε3ψ2yψ1yψ0yy+ ε2ψ0yψ2yψ0yy

+ε3ψ1yψ2yψ0yy+ εψ2
0yψ1yy+ ε2ψ1yψ0yψ1yy
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+ε3ψ2yψ0yψ1yy+ ε2ψ0yψ1yψ1yy+ ε3ψ2
1yψ1yy+ ε3ψ0yψ2yψ1yy

+ε2ψ2
0yψ2yy+ ε3ψ1yψ0yψ2yy+ ε3ψ0yψ1yψ2yy+ ε3ψ2

0yψ3yy

+2(ε2ψ1xψ0yψ1xy+ ε3ψ2xψ0yψ1xy+ ε3ψ1xψ1yψ1xy+ ε3ψ1xψ0yψ2xy)

+ε3ψ2
1xψ1xx) = 0, (6.15)

where

u(ψ0,ψ1,ψ2,ψ3) = ε2ψ2
1x +2ε3ψ2xψ1x +ψ2

0y +2εψ1yψ0y

+ε2ψ2yψ0y + ε3ψ3yψ0y + ε2ψ2
1y + ε3ψ2yψ1y

+ε2ψ0yψ2y + ε3ψ1yψ2y + ε3ψ0yψ3y. (6.16)

Taking into account (6.12) and collecting terms proportional to ε1 we obtain (5.26).

Collecting terms proportional toε2 yelds:

ψ2xxt−cgψ1xxξ +2ψ1xξt +ψ2yyt−cgψ1yyξ

+(2β1−β2)(Uyψ2xy+Uyψ1ξy +ψ1yyψ1xy+Uψ2xyy

+Uψ1yyξ +ψ1yψ1xyy)−β2(ψ1xyψ1yy+Uyψ2xy+Uyψ1ξy

+ψ1xψ1yyy+Uyyψ2x +Uyyψ1ξ)+(β2−1)(ψ1xxψ1xy

+ψ1xψ1xxy)+β2(ψ1yψ1xxx+Uψ2xxx+3Uψ1xxξ

+ψ1xyψ1xx)− (2β3−1)(ψ1xxψ1xy+ψ1xψ1xxy)+
cf

2h
(ψ1xxψ1y

+Uψ2xx+2Uψ1xξ +Uyψ2y +ψ1yyψ1y +Uψ2yy−UUy)

+
cf

2h
(Uyψ2y +ψ1yψ1yy+Uψ2yy+2ψ1xψ1xy−UUy) = 0, (6.17)

Assuming thatβ1 = β2 = β3 = 1 we get

ψ2xxt−cgψ1xxξ +2ψ1xξt +ψ2yyt−cgψ1yyξ

+(Uyψ2xy+Uyψ1ξy +ψ1yyψ1xy+Uψ2xyy

+Uψ1yyξ +ψ1yψ1xyy)− (ψ1xyψ1yy+Uyψ2xy+Uyψ1ξy

+ψ1xψ1yyy+Uyyψ2x +Uyyψ1ξ)

+(ψ1yψ1xxx+Uψ2xxx+3Uψ1xxξ
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+ψ1xyψ1xx)− (ψ1xxψ1xy+ψ1xψ1xxy)+
cf

2h
(ψ1xxψ1y

+Uψ2xx+2Uψ1xξ +Uyψ2y +ψ1yyψ1y +Uψ2yy−UUy)

+
cf

2h
(Uyψ2y +ψ1yψ1yy+Uψ2yy+2ψ1xψ1xy−UUy) = 0. (6.18)

Collecting terms of orderε3 we obtain:

ψ3xxt−cgψ2xxξ +ψ1xxτ +2ψ2xξt −2cgψ1xξξ +ψ1ξξt +ψ3yyt

−cgψ2yyξ +ψ1yyτ +(2β1−β2)(Uyψ3xy+Uyψ2ξy +ψ1yyψ2xy

+ψ1yyψ1ξy +ψ2yyψ1xy+Uψ3xyy+Uψ2yyξ +ψ1yψ2xyy

+ψ1yψ1yyξ +ψ2yψ1xyy)−β2(ψ1xyψ2yy+ψ2xyψ1yy+Uyψ3xy

+ψ1ξyψ1yy+Uyψ2ξy +ψ1xψ2yyy+ψ2xψ1yyy+Uyyψ3x

+ψ1ξψ1yyy+Uyyψ2ξ)+(β2−1)(ψ1xxψ2xy+ψ1xxψ1ξy

+ψ2xxψ1xy+2ψ1xξψ1xy+ψ1xψ2xxy+2ψ1xψ1xyξ +ψ2xψ1xxy

+ψ1ξψ1xxy+ψ2ξψ1xxy)+β2(ψ2yψ1xxx+ψ1yψ2xxx+Uψ3xxx

+3ψ1yψ1xxξ +3Uψ2xxξ +3Uψ1xξξ +ψ1xxψ2xy+ψ1xxψ1ξy

+ψ2xxψ1xy+2ψ1xξψ1xy)− (2β3−1)(ψ1xxψ2xy+ψ1xxψ1ξy

+ψ2xxψ1xy+2ψ1xξψ1xy+ψ1xψ2xxy+2ψ1xψ1xyξ +ψ2xψ1xxy

+ψ1ξψ1xxy+ψ2ξψ1xxy)+
cf

2h
(ψ1xxψ2y +

ψ1xxψ1x
2

2U
+ψ2xxψ1y +Uψ3xx+2ψ1xξψ1y +2Uψ2xξ +Uψ1ξξ

−Uyψ1yψ1x
2

2U2 +
Uyψ1xψ2x

U
+

Uyψ1xψ1ξ

U
+Uyψ3y

+ψ1yyψ2y +
ψ1yyψ1x

2

2U
+ψ2yyψ1y +Uψ3yy−Uψ1xx

−Uyψ1y−Uψ1yy+
Uyψ1yψ1x

2

2U2 −Uyψ1xψ2x

U
−

Uyψ1xψ1ξ

U
−Uyψ3y

+ψ1yyψ2y−
ψ1yyψ1x

2

2U
+ψ1yψ2yy+2Uyψ3y

+Uψ3yy+2ψ1xψ2xy+2ψ1xψ1ξy

+2ψ2xψ1xy+2ψ1ξψ1xy+
ψ1x

2ψ1xx

U
−Uyψ1y−ψ1yyU = 0. (6.19)

We can re-write equations (6.17) and (6.19) as nonhomogeneous equations with linear operator

L defined by (6.8) on the left side.

The equation for the functionψ2 is
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Lψ2 = cg(ψ1xxξ +ψ1yyξ)−2ψ1xξt

−(2β1−β2)(Uyψ1ξy +ψ1yyψ1xy

+Uψ1yyξ +ψ1yψ1xyy)−β2(ψ1xyψ1yy+Uyψ1ξy

+ψ1xψ1yyy+Uyyψ1ξ)− (β2−1)(ψ1xxψ1xy

+ψ1xψ1xxy)−β2(ψ1yψ1xxx−3Uψ1xxξ

+ψ1xyψ1xx)+(2β3−1)(ψ1xxψ1xy+ψ1xψ1xxy)−
cf

2h
(ψ1xxψ1y

+2Uψ1xξ +ψ1yyψ1y−UUy

+ψ1yψ1yy+2ψ1xψ1xy−UUy). (6.20)

The functionψ3 satisfies the equation

Lψ3 = cg(ψ2xxξ +ψ2yyξ +2ψ1xξξ)−ψ1xxτ −ψ1yyτ

−2ψ2xξt −ψ1ξξt − (2β1−β2)(Uyψ2ξy +ψ1yyψ2xy

+ψ1yyψ1ξy +ψ2yyψ1xy+Uψ2yyξ +ψ1yψ2xyy+ψ1yψ1yyξ

+ψ2yψ1xyy)+β2(ψ1xyψ2yy+ψ2xyψ1yy+ψ1ξyψ1yy

+Uyψ2ξy +ψ1xψ2yyy+ψ2xψ1yyy+ψ1ξψ1yyy+Uyyψ2ξ)

−(β2−1)(ψ1xxψ2xy+ψ1xxψ1ξy +ψ2xxψ1xy+2ψ1xξψ1xy

+ψ1xψ2xxy+2ψ1xψ1xyξ +ψ2xψ1xxy+ψ1ξψ1xxy+ψ2ξψ1xxy)

−β2(ψ2yψ1xxx+ψ1yψ2xxx+3ψ1yψ1xxξ +3Uψ2xxξ +3Uψ1xξξ

+ψ1xxψ2xy+ψ1xxψ1ξy +ψ2xxψ1xy+2ψ1xξψ1xy)

+(2β3−1)(ψ1xxψ2xy+ψ1xxψ1ξy +ψ2xxψ1xy+2ψ1xξψ1xy

+ψ1xψ2xxy+2ψ1xψ1xyξ +ψ2xψ1xxy+ψ1ξψ1xxy+ψ2ξψ1xxy)

+
cf

2h
(ψ1xxψ2y +

ψ1xxψ1x
2

2U
+ψ2xxψ1y +2ψ1xξψ1y

+2Uψ2xξ +Uψ1ξξ +ψ1yyψ2y +
ψ1yyψ1x

2

2U
+ψ2yyψ1y−Uψ1xx−Uyψ1y−Uψ1yy

+ψ1yyψ2y−
ψ1yyψ1x

2

2U
+ψ1yψ2yy+2ψ1xψ2xy+2ψ1xψ1ξy

+2ψ2xψ1xy+2ψ1ξψ1xy+
ψ1x

2ψ1xx

U
−Uyψ1y−ψ1yyU. (6.21)

Note that equations (6.20) and (6.21) are resonantly forcedsince the corresponding homo-
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geneous equation (6.7) has a nontrivial solution. Thus, in accordance with the Fredholm alter-

native [45] equations (6.20) and (6.21) have solutions if and only if their right-hand sides are

orthogonal to all eigenfunctions of the corresponding homogeneous adjoint problem.

We seek solution of equation (6.7) in the form

ψ1 = A(ξ,τ)φ1(y)e
ik(x−ct) +A∗φ1

∗e−ik(x−ct). (6.22)

The right-hand side of equation (6.20) suggests the solution has the form:

ψ2 = AA∗φ2
(0)(y)+Aξφ(1)

2 (y)eik(x−ct) +A2φ(2)
2 (y)e2ik(x−ct) +c.c. (6.23)

Substituting (6.22) and (6.23) into (6.20) and collecting terms proportional toAA∗ we obtain

2cf

h
(Uφ(0)

2yy+Uyφ(0)
2y ) = ikβ2(φ1yφ∗1yy−φ∗1yφ1yy

+φ1φ∗1yyy−φ∗1φ1yyy)−
cf

2h
(k2φ1φ∗1y +k2φ∗1φ1y

+2φ1yyφ∗1y +2φ∗1yyφ1y). (6.24)

Collecting terms proportional toAξeik(x−ct) gives

ik3cφ(1)
2 − ikcφ(1)

2yy+(2β1−β2)ik(Uyφ(1)
2y +Uφ(1)

2yy)

−ikβ2(Uyφ(1)
2y +Uyyφ

(1)
2 +k2Uφ(1)

2 )+
cf

2h
(−k2Uφ(1)

2 +2Uyφ(1)
2y

+2Uφ(1)
2yy) = −2k2cφ1−k2cgφ1 +cgφ1yy− (2β1−β2)(Uyφ1y

+Uφ1yy)+β2(Uyφ1y +Uyyφ1)+3β2k2Uφ1−
ikcfUφ1

h
. (6.25)

Finally, for terms proportional toA2e2ik(x−ct) we acquire

8ik3cφ(2)
2 −2ikcφ(2)

2yy+(2β1−β2)(2ikUyφ(2)
2y +2ikUφ(2)

2yy)

−β2(2ikUyφ(2)
2y +2ikUyyφ

(2)
2 +8ik3Uφ(2)

2 )

+
cf

h
(−2k2Uφ(2)

2 +Uyφ(2)
2y +Uφ(2)

2yy) = −4ik(β1−β2)φ1yφ1yy

+ikβ2(φ1yφ1yy+φ1φ1yyy)−2ik3(β2−1)φ1φ1y
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+2ik3β2φ1φ1y−2ik3(2β3−1)φ1φ1y−
cf

2h
(2φ1yφ1yy−3k2φ1φ1y). (6.26)

Taking into account (6.8), equation (6.25) can be rewrittenin the form

ikLφ(1)
2 = −2k2cφ1−k2cgφ1 +cgφ1yy− (2β1−β2)(Uyφ1y

+Uφ1yy)+β2(Uyφ1y +Uyyφ1)+3β2k2Uφ1−
ikcfUφ1

h
. (6.27)

Equation (6.27) according to Fredholm alternative [45] hasa solution if and only if its right-

hand side is orthogonal to all eigenfunctions of the corresponding homogeneous adjoint problem,

since corresponding homogeneous equation

ikLφ1 = 0

has a nontrivial solution.

We define adjoint operator and adjoint eigenfunction in the following way:

∫ +∞

−∞
φa

1L(φ1)dy=
∫ +∞

−∞
φ1La(φa

1)dy. (6.28)

Performing integration of (6.7) by parts and taking into account (6.9), so that the terms con-

tainingψ1 are eliminated, we obtain the adjoint problem in the form:

Laφa
1 ≡ (φa

1)((2β1−β2)U −c+
cf

ikh
)

+(φa
1)(2Uy(2β1−β2 +

cf

ikh
)− (2β1−β2)U +c

− cf

ikh
U)+φa

1(−Uy(2β1−β2 +
cf

ikh
)

+k2c−β2Uyy−k2β2U − cf

2ikh
U) = 0. (6.29)

So, solvability condition for equation (6.27) is

∫ +∞

−∞
φa

1(−k2cgφ1 +cgφ1yy−2k2cφ1− (2β1−β2)(Uyφ1y

+Uφ1yy)+β2(Uyφ1y +Uyyφ1)+3β2K2Uφ1−
ikcfUφ1

h
)dy= 0. (6.30)
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This equation can be used for calculation of group velocitycg.

The equation (6.21) allows us to determine the way how the amplitudeA is growing with time.

According to Fredholm alternative, the solvability condition for it is:

∫ +∞

−∞
φa

1(cg(ψ2xxξ +ψ2yyξ +2ψ1xξξ)−ψ1xxτ

−ψ1yyτ −2ψ2xξt −ψ1ξξt − (2β1−β2)(Uyψ2ξy

+ψ1yyψ2xy+ψ1yyψ1ξy +ψ2yyψ1xy+Uψ2yyξ

+ψ1yψ2xyy+ψ1yψ1yyξ +ψ2yψ1xyy)+β2(ψ1xyψ2yy

+ψ2xyψ1yy+ψ1ξyψ1yy+Uyψ2ξy +ψ1xψ2yyy

+ψ2xψ1yyy+ψ1ξψ1yyy+Uyyψ2ξ)− (β2−1)(ψ1xxψ2xy

+ψ1xxψ1ξy +ψ2xxψ1xy+2ψ1xξψ1xy+ψ1xψ2xxy

+2ψ1xψ1xyξ +ψ2xψ1xxy+ψ1ξψ1xxy+ψ2ξψ1xxy)

−β2(ψ2yψ1xxx+ψ1yψ2xxx+3ψ1yψ1xxξ +3Uψ2xxξ

+3Uψ1xξξ +ψ1xxψ2xy+ψ1xxψ1ξy +ψ2xxψ1xy+2ψ1xξψ1xy)

+(2β3−1)(ψ1xxψ2xy+ψ1xxψ1ξy +ψ2xxψ1xy+2ψ1xξψ1xy

+ψ1xψ2xxy+2ψ1xψ1xyξ +ψ2xψ1xxy+ψ1ξψ1xxy+ψ2ξψ1xxy)

+
cf

2h
(ψ1xxψ2y +

ψ1xxψ1x
2

2U
+ψ2xxψ1y +2ψ1xξψ1y +2Uψ2xξ +Uψ1ξξ

+ψ1yyψ2y +
ψ1yyψ1x

2

2U
+ψ2yyψ1y−Uψ1xx−Uyψ1y−Uψ1yy

+ψ1yyψ2y−
ψ1yyψ1x

2

2U
+ψ1yψ2yy+2ψ1xψ2xy+2ψ1xψ1ξy

+2ψ2xψ1xy+2ψ1ξψ1xy+
ψ1x

2ψ1xx

U
−Uyψ1y−ψ1yyU)dy= 0. (6.31)

Performing the integration with respect toy in (6.31) we obtain the Ginzburg-Landau equation

in the form

Aτ = σA+δAξξ +µ|A|2A. (6.32)

The complex coefficientsσ, δ andµ have the form

σ =
σ1

β
, δ =

δ1

β
, µ=

µ1

β
. (6.33)

where
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β =
∫ ∞

−∞
ϕa

1(ϕ1yy−k2
cϕ1)dy, (6.34)

σ1 =
sc

2

∫ ∞

−∞
ϕa

1(2u0ϕ1yy+2u0yϕ1y−k2
cu0ϕ1)dy, (6.35)

δ1 =
∫ ∞

−∞
ϕa

1

[

ϕ(1)
2yy(cg−u0)+ϕ(1)

2 (−k2
ccg−2k2

cc+3k2
cu0

+u0yy− ikcu0Sc)+ϕ1(2ikccg + ikcc−3ikcu0−
u0Sc

2
)

]

dy, (6.36)

µ1 =
∫ ∞

−∞
ϕa

1{6ik3
cϕ(2)

2 ϕ∗
1y−2ikcϕ∗

1yϕ(2)
2yy+3ik3

cϕ∗
1ϕ(2)

2y

+2ik3
cϕ1ϕ(0)

2y −2ikcϕ1yyϕ
(0)
2y + ikcϕ(2)

2y ϕ∗
1yy

− ikcϕ∗
1ϕ(2)

2yyy+2ikcϕ1ϕ(0)
2yyy+2ikcϕ∗

1yyyϕ
(2)
2

− sc

2
[−2k2

cϕ1ϕ(0)
2y +3k2

cϕ∗
1ϕ(2)

2y − 3k4
c

2u0
ϕ2

1ϕ∗
1

+4ϕ1yyϕ
(0)
2y +2ϕ∗

1yyϕ
(2)
2y +4ϕ1yϕ(0)

2yy

+2ϕ(2)
2yyϕ

∗
1y]}dy. (6.37)

6.4 Discussion

The equation (6.32) governs evolution of perturbation amplitude. It has a variety of solutions,

depending on values of coefficients. In particular if the real part of the coefficientµ is negative,

then a saturation of amplitude can occur and a finite-amplitude equilibrium is possible.

Coefficientsδ, σ andµ can be calculated as follows:

First, functionψ1 is calculated from (6.7). The calculation is performed using a numerical

method based on Chebyshev polynomials. The functionφ1 is sought in the form of Chebyshev

polynomial series (please, refer to Chapter 5 for details). The generalized eigenvalue problem

(7.15) is solved and the set of eigenvaluesλ is obtained for various values of stability parameter

s. The point is to find the value ofs where at least oneλ has the negative real partλr . The search

starts at a highs value, where allλr are positive. Then the value ofs is decreased step by step.

As soon as the point is reached where oneλr becomes negative, the search is stopped and the

eigenvector is calculated. The eigenvector is normalized to it’s maximal value and later used for

defining the coefficients of the Chebyshev polynomial series in order to approximateψ1.
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The adjoint functionψa
1 is calculated in similar way from (6.29).

As functionsψ1 andψa
1 are found, the group velocitycg can be calculated using (6.30).

Knowing the group velocitycg and functionsψ1, ψa
1 we can obtain functionsψ(0)

1 , ψ(1)
1 , ψ(2)

2

from equations (6.24), (6.25) and (6.26) respectively.

Having all the above-mentioned functions found, we can calculate the integrals (6.34) - (6.37)

and obtain the coefficientsσ, δ andµ. The integrals are calculated by a numerical integration

method, using procedure QUANDC8 described in [11].
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7 NUMERICAL METHOD

The present chapter describes numerical methods that are used to perform stability analysis

for flows with and without the ”rigid-lid” assumption. In both cases a numerical method is based

on Chebyshev polynomials, although the way of solution differs. The numerical procedure used

for calculation of Ginzburg-Landau coeficients is also described.

7.1 Introduction

Solutions for differential equations used in this thesis are obtained by means of numerical methods.

The choice of suitable numerical method is very important for accurate results.

The present chapter describes the numerical method used forsolving a modified Rayleigh

equation that governs development of perturbation for a flowmodelled with ”rigid-lid” assumption

as well as the method applied for solution of a system of differential equations derived for a flow

with free surface. Both methods are based on Chebyshev polynomials of the first kind. The

Chebyshev polynomials of the first kind (usually denoted asTn) are polynomials of degreen and

the sequence of Chebyshev polynomials of either kind composes a polynomial sequence.

The Chebyshev polynomials of the first kind are defined by the recurrence relation [32]:

T0(x) = 1,

T1(x) = x,

Tn+1(x) = 2xTn(x)−Tn−1(x).

For example:

T2(x) = 2x2−1,

T3(x) = 4x3−3x,

T4(x) = 8x4−8x2 +1.
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The Chebyshev polynomials of the first kind can be defined by thetrigonometric identity:

Tn(x) = cos(narccosx),

hence:

Tn(cos(θ)) = cos(nθ).

A Chebyshev polynomial of the first kind with degreen hasn different simple roots, called

Chebyshev roots, in the interval[−1,1]. The roots are sometimes called Chebyshev nodes because

they are used as nodes in polynomial interpolation. Using the trigonometric definition and the fact

that

cos(
π
2
(2k+1)) = 0,

one can easily prove that the roots ofTn are

xk = cos(
π
2

2k−1
n

),k = 1, ...,n.

The extremas of the Chebyshev polynomials are

xk = cos(
πk

N+1
),k = 1, ...,n.

Chebyshev polynomials are important in approximation theory because the roots of the Cheby-

shev polynomials of the first kind, which are also called Chebyshev nodes, are used as nodes in

polynomial interpolation. The resulting interpolation polynomial provides an approximation that

is close to the polynomial of best approximation to a continuous function under the maximum

norm [32].

If a collocation method is used, the roots or extremas of Chebyshev polynomials are often

selected as collocation points.

7.2 Numerical method (rigid-lid assumption)

The ”rigid-lid” approach allows to reduce the Saint-Venantequations (4.2) - (4.4) to a single

equation (5.30), called the modified Rayleigh equation. The modified Rayleigh equation
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φ′′1[(2β1−β2)U −c+
cf

ikh
U ]+Uy(2β1−2β2

+
cf

ikh
)φ′1 +(k2c−β2Uyy−k2β2U − cf

2ih
kU)φ1 = 0 (7.1)

with boundary conditions

φ1(±∞) = 0 (7.2)

is solved by a collocation method based on Chebyshev polynomials.

The functionφ1 is defined at infinite domain. In order to map infinite region into interval

[−1;1] a variablex is introduced, defined by expression:

x =
2
π

arctan(y), (7.3)

and we seek the solution of equation (7.1) in the form Chebyshev polynomial series

φ1(x) =
N−1

∑
k=0

ak(1−x2)Tk(x), (7.4)

whereN is number of terms in the series, andTk(x) is ak-order Chebyshev polynomial.

The term(1−x2) enables the boundary conditionsφ1(±1) = 0 to be automaticaly satisfied.

According to the chain rule, derivatives of the functionφ1(x) wherex is defined by (7.3) are

dφ1

dy
=

dφ1

dx
dx
dy

=
2

π(1+y2)

dφ1

dx
=

2
π

cos2
(

πx
2

)

dφ1

dx
, (7.5)

d2φ1

dy2 =
4
π2 cos4

πx
2

d2φ1

dx2 − 4
π

sin
πx
2

cos3
πx
2

dφ1

dx
, (7.6)

dφ1

dx
=

N−1

∑
k=0

ak(−2xTk(x)+(1−x2)T ′
k(x)), (7.7)

d2φ1

dx2 =
N−1

∑
k=0

ak(−2Tk(x)−4xT′
k(x)+(1−x2)T ′′

k (x)). (7.8)

Taking extremas of Chebyshev polynomialsx j = cos

(

π j
N+1

)

as collocation points, we get
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Tk(x j) = cos

(

karccos

(

cos
π j

N+1

))

= cos
kπ j

N+1
, (7.9)

T ′
k(x j) =

k
√

1−x2
j

sin

(

karccos

(

cos
π j

N+1

))

=
ksin kπ j

N+1

sin π j
N+1

, (7.10)

T ′′
k (x j) =

kcos π j
N+1

sin3 π j
N+1

−
k2cos kπ j

N+1

sin2 π j
N+1

. (7.11)

So

φ1k(x j) = ak(1−x j
2)cos

kπ j
N+1

, (7.12)

dφ1k(x j)

dy
= ak

2
π

cos2
πx
2

(

−2xcos
kπ j

N+1
+(1−x2)

ksin kπ j
N+1

sin π j
N+1

)

, (7.13)

d2φ1k(x j)

dy2 =
4
π2 cos4

πx
2

ak

(

−2cos
kπ j

N+1
−4x

ksin kπ j
N+1

sin π j
N+1

+(1−x2)

(

kcos π j
N+1

sin3 π j
N+1

−
k2cos kπ j

N+1

sin2 π j
N+1

))

−4
π

sin
πx
2

cos3
πx
2

ak

(

−2xcos
kπ j

N+1
+(1−x2)

ksin kπ j
N+1

sin π j
N+1

)

. (7.14)

Using the collocation method and taking into account (7.12 -7.14) we obtain a system of linear

equations with respect to coefficientsak:

(A−cB)a = 0, (7.15)

where

a = [a0,a1,a2, ...,aN−1]
T

is a vector containing coefficientsak, andA andB are two comlex-valued matrices.

The elementA[ j,k] of the matrixA is given by the expression

A j,k =
4
π2 cos4

πx
2

(

−2cos
kπ j

N+1
−4x

ksin kπ j
N+1

sin π j
N+1
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+(1−x2)

(

kcos π j
N+1

sin3 π j
N+1

−
k2cos kπ j

N+1

sin2 π j
N+1

))

−4
π

sin
πx
2

cos3
πx
2

(

−2xcos
kπ j

N+1

+(1−x2)
ksin kπ j

N+1

sin π j
N+1

)(

(2β1−β2)U +
cf

ikh
U

)

+Uy

(

2β1−2β2 +
cf

ikh

)

2
π

cos2
(

πx
2

)(

−2xcos
kπ j

N+1

+(1−x2)
ksin kπ j

N+1

sin π j
N+1

)

+

(

−β2Uyy−k2β2U

− cf

2ih
kU

)

(1−x j
2)cos

kπ j
N+1

. (7.16)

The elementB[ j,k] of the matrixB is given by the expression

B[ j,k] = (1−x j
2)cos

kπ j
N+1

k2c−c

(

4
π2 cos4

πx
2

(

−2cos
kπ j

N+1

−4x
ksin kπ j

N+1

sin π j
N+1

+(1−x2)

(

kcos π j
N+1

sin3 π j
N+1

−
k2cos kπ j

N+1

sin2 π j
N+1

))

−4
π

sin
πx
2

cos3
πx
2

(

−2xcos
kπ j

N+1
+(1−x2)

ksin kπ j
N+1

sin π j
N+1

))

. (7.17)

7.3 Numerical method (flows with free surface)

For flows with free surface, a system of ordinary differential equations, derived from the Saint-

Venant equations, is analyzed:

H0

b
ikû+ ikUĥ+

H0

b
dv̂
dy

−λĥ = 0, (7.18)

[(2β1−1)ikU +sU]û+[(β1−1)
ikU2b

H0
+

ik
Fr2 −

sU2b
2H0

]ĥ

+(β2−1)U
dv̂
dy

+β2vUy−λû = 0, (7.19)

1
Fr2

dĥ
dy

+(ikβ2U +
s
2
U)v̂−λv̂ = 0, (7.20)

with the boundary conditions
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v(±∞) = 0. (7.21)

Using a substitution

x =
2
π

arctan(y)

in order to map infinite domain into the region[−1;1], we represent the functionsv(x), u(x)

andh(x) in the form of fundamental interpolation polynomials:

u(x) =
n

∑
k=1

ak
Tn(x)

(x−xk)T ′
n(xk)

, (7.22)

v(x) =
n

∑
k=1

bk
(1−x2)

(1−x2
k)

Tn(x)
(x−xk)T ′

n(xk)
, (7.23)

h(x) =
n

∑
k=1

ck
Tn(x)

(x−xk)T ′
n(xk)

, (7.24)

whereak, bk andck are unknown constants, butTn(x) is ann-order Chebyshev polynomial that

has the formTn(x)= cos(narccos(x)). The pointsxk, defined by the expressionxk = cos
(2k−1)π

2n
,

are the zeroes of the Chebyshev polynomial of ordern, that is,(Tn(xk) = 0). It is obvious that the

term
Tn(x)

(x−xk)T ′
n(xk))

is equal to zero, ifx = x j , wherex j is a zero of ann-order Chebyshev poly-

nomial, andj 6= k. If x = xk then using the Taylor series expansion ofTn(x) about the pointx = xk

we obtain:

Tn(x)
(x−xk)T ′

n(xk))

=
Tn(xk)+(x−xk)T ′

n(xk)+ (x−xk))
2

2 T ′′
n (xk)+ ...

(x−xk)T ′
n(xk)

= 1+
(x−xk)

2
T ′′

n (xk)

T ′
n(xk)

+ ... (7.25)

The derivaties are:

Tk(x j) = cos(karccos(x j)) = cos(karccos(cos
(2k−1)π

2n
))
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= cos(
(2k−1)kπ

2n
), (7.26)

T ′
k(x j) = (cos(karccos(x j)))

′ =
k

√

1−x2
j

sin(karccos(x j))

=
k

√

1− (cos(2k−1)π
2n )2

sin(karccos(cos
(2k−1)π

2n
) =

ksin( (2k−1)kπ
2n )

sin( (2k−1)π
2n )

, (7.27)

T ′′
k (x j) = (

k
√

1−x2
j

sin(karccos(x j)))
′

=
k

(
√

1−x2
j )

3
sin(karccos(x j))

− k2

(
√

1−x2
j )

2
cos(karccos(x j)) =

kcos π j
N+1

sin3 π j
N+1

−
k2cos kπ j

N+1

sin2 π j
N+1

. (7.28)

Hence,

Tn(x)
(x−xk)T ′

n(xk))
=











0, if x = x j , j 6= k,

1, if x = x j , j = k.
(7.29)

Using the collocation method and choosing zeroes of Chebyshev polynomials as the colloca-

tion points we obtain

(A−λB)d = 0, (7.30)

whereA andB are two complex-valued matrices. Vectord has the form

d = (a1,a2, ...,an,b1,b2, ...,bn,c1,c2, ...,cn)
T .

Solving the generalized eigenvalue problem (7.30), for givens andk we obtain a set of eigen-

valuesλ.

7.4 Resonantly forced boundary value problems

In cases where the boundary value problem for ordinary differential equation is resonantly forced

the corresponding nonhomogeneous problem has a solution ifand only if some solvability con-

ditions are satisfied. In order to calculate the coefficientsof the Ginzburg-Landau equation we

have to solve several boundary value problems for ordinary differential equations. One of these
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problems (6.25) is resonantly forced. Using method of Chebyshev polynomials to discretize the

problem we obtain the system of linear algebraic equations of the form

Ax= b, (7.31)

whereA is the coefficient matrix andb is the right-hand side. Note that for critical values of the

parameters of the linear stability problem the corresponding homogeneous equationAx= 0 has a

nontrivial solution.

Numerical solution of (7.31) is sought by means of the singular value decomposition method

(SVD). The idea of the method is briefly explained below (see [17] for details).

A matrix Q∈ Rn×n is said to be unitary if

QHQ = QQH = E, (7.32)

whereE is the n× n identity matrix andQH is the conjugate transpose ofQ (also called the

Hermitian adjoint ofQ).

If A is a complex-valued matrix then there exist unitary matricesU ∈ Rn×n andV ∈ Rn×n such

that

UHAV = Σ, (7.33)

whereΣ = diag(σ1,σ2, . . . ,σn) is the diagonal matrix whose diagonal entries are the singular

value of the matrixA. Equation (7.33) is called the singular value decomposition of A.

Using orthogonality condition (7.32) we transform (7.33) to the form

UHAV = Σ ⇒ AV = UΣ ⇒ A = UΣVH . (7.34)

Assume thatr = n−1 = rank(A). In this caseσ1 ≥ σ2 ≥ . . . ≥ σn−1 > σn = 0. Thus, we delete

the last column ofU and the last row ofVH from the analysis. UsingZ as a newU , WH for the

newVH andT for the newΣ, equation (7.31) becomes

ZTWHx = b. (7.35)

The matrixT in (7.35) is ivertible so that the solutionx can be written in the form

x =
n−1

∑
i=1

uH
i bvi

σi
, (7.36)

whereui andvi, i = 1,2, . . . ,n−1 are the columns of the matricesU andV, respectively. The SVD

is computed by means of the IMSL routine LSVCR, which provides the matrixΣ as well as the

matricesU andV.
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8 STABILITY ANALYSIS OF THO-PHASE FLOWS

The present chapter considers stability of a shallow two-phase flow. A two-phase flow is a

flow of fluid that contains particles. Influence of particle loading on stability of the flow has been

considered by means of linear and weakly non-linear analyses. It has been found that presence of

particles enhances flow stability and decreases perturbation magnitude [25] [27] [28].

8.1 Introduction

A two phase flow is a flow of fluid that contains particles. It is obvious that presence of particles

should affect perturbation behaviour and influence flow stability.

The analysis of a two-phase flow is performed under the following assumptions [42]:

1. The flow is of constant density and zero viscosity.

2. The particles have spherical shape. The size of the particles is small compared to large-scale

structures.

3. The initial distribution of the particles is uniform.

4. The particles have no dynamic interaction with the flow. Small parturbations imposed on

the flow have no effect on the particles during the initial moment.

The other assumptions of a shallow flow model are also applied.

8.2 Linear stability analysis

The governing equations for the two-phase flow have additional termA(up−u) [41] describing

interaction between the flow and the particles. The equations are:
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∂H0

∂t
+

∂
∂x

(uH0)+
∂
∂y

(vH0) = 0, (8.1)

∂u
∂t

+(2β1−1)u
∂u
∂x

+[(β1−1)
u2

H0
+g]

∂H0

∂x
+(β2−1)u

∂v
∂y

+

+(β2−1)
uv
H0

∂H0

∂y
+β2v

∂u
∂y

−S0x +
cf u

√
u2 +v2

2H0
−F(y)−A(up−u) = 0, (8.2)

∂v
∂t

+β2u
∂v
∂x

+(β2−1)v
∂u
∂x

+(β2−1)
uv
H0

∂H0

∂x
+(2β3−1)v

∂v
∂y

+

+[(β3−1)
v2

H0
+g]

∂H0

∂y
−S0y +

cf v
√

u2 +v2

2H0
−A(vp−v) = 0, (8.3)

whereA is the particle loading parameter,up is velocity of particles. The particle loading

parameter is defined by the expression:

A =
ρp

ρ f

f τ f

τA
, (8.4)

whereρp is the bulk density of the particles,ρ f is the density of the fluid,f is the ratio of actual

drag on the particles to Stokes drag,τ f is the flow characteristic time,τA is the particle aerody-

namic response time.

The dragFd on the particle that is moving through the fluid with velocityv is defined by the

formula:

Fd = −b̃v,

whereb̃ is a constant for a particular case of small spherical objects moving through a viscous

fluid the constant is defined by the expression derived by George Gabriel Stokes [37]:

b̃ = 6πηr,

wherer is radius of the particle,η is the fluid viscosity.

As it has been shown previously, the ”rigid-lid” assumptionis applicable for small Froude

numbers (that is typical for two-phase shallow flows in nature). So, the equations (8.1) - (8.3) are

transformed as follows:

• Water depthH0 is assumed to be constant.
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• Measures of length, time and velocity are given byb,
b

Ua
andUa respectively. The charac-

teristic lengthb usually represents the wake half-width for wake flows.

• The equations are transformed to dimensionless form.

• The gravity-driven flow is replaced by pressure-driven flow,namely
∂p
∂x

= − S0x

Fr2 ,
∂p
∂y

= − S0y

Fr2 .

After all above-mentioned transformations we get

∂u
∂x

+
∂v
∂y

= 0, (8.5)

∂u
∂t

+(2β1−1)u
∂u
∂x

+(β2−1)u
∂v
∂y

+β2v
∂u
∂y

= F̃(y)− ∂p
∂x

−cf

2h
u
√

u2 +v2 +A(up−u), (8.6)

∂v
∂t

+(β2−1)v
∂u
∂x

+β2u
∂v
∂x

+(2β3−1)v
∂v
∂y

= −∂p
∂y

−cf

2h
v
√

u2 +v2 +A(vp−v), (8.7)

wherex andy are the spatial coordinates,t is the time,u andv are the depth-averaged velocity

components in thex andy directions respectively,p is pressure,h =
H0

b
is dimensionless water

depth,F̃(y) =
bF(y)

U2
a

is the forcing function.

The bottom friction coefficientcf is defined by the equation [14]:

1
√

cf
= −4log(

1.25
4Re

√
cf

).

whereReis the Reynolds number.

Denoting partial derivatives by subscripts we can rewrite the equations (8.5)-(8.7) in the form:

ux +uy = 0, (8.8)

ut +(2β1−1)uux +(β2−1)uvy +β2vuy = F̃(y)− px

−cf

2h
u
√

u2 +v2 +A(up−u), (8.9)

vt +(β2−1)vux +β2uvx +(2β3−1)vvy = −py

−cf

2h
v
√

u2 +v2 +A(vp−v). (8.10)
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We seeku, v andp in the form:

u = U(y)+u′(x,y, t) = U +u′, (8.11)

v = v′(x,y, t) = v′, (8.12)

p = p0 + p′, (8.13)

up = U p(y) = U p, (8.14)

vp = 0. (8.15)

HereU(y) is the base flow solution. The functionU(y) in the present chapter is chosen in the

form

U(y) = 1+
2R

1−R
1

cosh2(αy)
, (8.16)

whereR=
Uc−Ua

Uc +Ua
is the velocity ratio,α = sinh−1(1), Uc is the velocity on the centerline

andUa is the ambient velocity. The profile (8.16) is suggested by Monkewitz [29] after careful

analysis of experimental data for single-phase wake flows and is adopted in present chapter.

Substituting (8.11)-(8.15) into (8.8)-(8.10) we get:

(U +u′)x +(v′)y = 0, (8.17)

(U +u′)t +(2β1−1)(U +u′)(U +u′)x +(β2−1)(U +u′)(v′)y

+β2(v
′)(U +u′)y = F̃(y)

−(p0 + p′)x−
cf

2h
(U +u′)

√

(U +u′)2 +(v′)2 +A(U p−U −u′), (8.18)

(v′)t +(β2−1)(v′)(U +u′)x +β2(U +u′)(v′)x

+(2β3−1)(v′)(v′)y = −(p0 + p′)y

−cf

2h
(v′)

√

(U +u′)2 +(v′)2 +A(−v′), (8.19)

or, neglecting the quadratic terms:

u′x +v′y = 0, (8.20)

u′t +(2β1−1)Uu′x +(β2−1)Uv′y +β2v′Uy = F̃(y)
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−p0x− p′x−
cf

2h
(U +u′)

√

(U2 +2Uu′)+A(U p−U −u′), (8.21)

v′t +β2Uv′x = −p0y− p′y−
cf

2h
(v′)

√

(U2 +2Uu′)+A(−v′). (8.22)

The term containing the square root is linearized as follows:

(U +u′)
√

(U2 +2Uu′) = (U +u′)U

√

(1+
2u′

U
) = |(1+x)ε = 1+ εx|

= (U +u′)U(1+
u′

U
) = (U +u′)(U +u′) = (U +u′)2 = U2 +2Uu′. (8.23)

By substituting (8.23) into (8.20)-(8.22) we get

u′x +v′y = 0, (8.24)

u′t +(2β1−1)Uu′x +(β2−1)Uv′y +β2v′Uy = F̃(y)

−p0x− p′x−
cf

2h
(U2 +2Uu′)+A(U p−U −u′), (8.25)

v′t +β2Uv′x = −p0y− p′y−
cf

2h
Uv′ +A(−v′). (8.26)

Taking into account thatUP = U we get the following system of equations:

u′x +v′y = 0, (8.27)

u′t +(2β1−1)Uu′x +(β2−1)Uv′y +β2v′Uy = F̃(y)

−p0x− p′x−
cf

2h
U2− cf

h
Uu′−Au′, (8.28)

v′t +β2Uv′x = −p0y− p′y−
cf

2h
Uv′−Av′. (8.29)

Keeping in mind that dimensionless water depthh =
H0

b
, introducing the stability parameter

defined by the expression

s=
cf b

H0
,

and assuming that the forcing functionF̃(y) is equal to
cf

2h
U2 (this means that̃F(y)− cf

2h
U2 = 0)

we get

u′x +v′y = 0, (8.30)

u′t +(2β1−1)Uu′x +(β2−1)Uv′y +β2v′Uy
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+p0x + p′x +SUu′ +Au′ = 0, (8.31)

v′t +β2Uv′x + p0y + p′y +
s
2
Uv′ +Av′ = 0. (8.32)

To eliminate pressure the equation (8.31) is differentiated with respect toy and the equation

(8.31) is differentiated with respect tox. We obtain:

u′ty +(2β1−1)Uyu
′
x +(2β1−1)Uu′xy

+(β2−1)Uyv
′
y +(β2−1)Uv′yy+β2v′yUy +β2v′Uyy

+p0xy+ p′xy+SUyu
′ +SUu′y +Au′y = 0, (8.33)

v′tx +β2Uv′xx+ p0xy+ p′xy+
s
2
Uv′x +Av′x = 0. (8.34)

By substracting the equation (8.33) from (8.34) we get

u′ty +(2β1−1)Uyu
′
x +(2β1−1)Uu′xy+(β2−1)Uyv

′
y

+(β2−1)Uv′yy+β2v′yUy +β2v′Uyy+SUyu
′ +SUu′y

+Au′y−v′tx−β2Uv′xx−
s
2
Uv′x−Av′x = 0. (8.35)

Introducing the stream functionψ defined by the relations

u′ = ψy, (8.36)

v′ = −ψx, (8.37)

and assumingψ of the form

ψ = φ(y)e−λt+ikx, (8.38)

we get

−λφyy+(2β1−1)Uikφyy− (β2−1)Uikφyy−β2ikφyUy

−β2ikφUyy+SUyφy +SUφyy+Aφyy+k2λφ

−β2Uik3φ− s
2
Uk2φ−Ak2φ = 0, (8.39)
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with boundary conditions

φ(±∞) = 0. (8.40)

8.3 Weakly non-linear analysis

The effect of nonlinearity on behavoir of the most unstable mode can be investigated by applying

some of the methods of weakly nonlinear theory (see for example [36] or [14]) in order to derive

the amplitude evolution equation for the case wheres is slightly smaller than the critical valuesc.

In order to facilitate the derivation, a stream functionψ is introduced by the expressions (8.36) -

(8.37) and the equations (8.8) - (8.10) are rewritten in the form (in a way similar to derivation of

equation (5.18)):

(∆ψ)t +ψy(∆ψ)x−ψx(∆ψ)y +
cf

2h
∆ψ

√

ψ2
x +ψ2

y

+
cf

2h
√

ψ2
x +ψ2

y

(ψ2
yψyy+2ψxψyψxy+ψ2

xψxx)+A∆ψ = 0. (8.41)

Consider a perturbed solution to (8.41) in the form:

ψ = ψ0(y)+ εψ1(x,y, t)+ ε2ψ2(x,y, t)+ ε3ψ3(x,y, t)... (8.42)

Substituting (8.42) into (8.41) and neglecting the terms oforderε2 we obtain:

Lψ1 = 0, (8.43)

where

Lψ1 = ψ1xxt +ψ1yyt +ψ0y(ψ1xxx+ψ1yyx)−ψ0yyyψ1x

+
cf

2h
((ψ1xx+2ψ1yy)ψ0y +2ψ1yψ0yy)+A(ψ1xx+ψ1yy). (8.44)

Linear analysis implies that the functionψ1 in (8.43) has the form
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ψ1(x,y, t) = φ1(y)exp[ik(x−ct)], (8.45)

whereφ1(y) is the amplitude of the normal perturbation (8.45).

Weakly non-linear analysis method considers flow stabilityat the point wheres is slightly

below the critical valuesc, namelys= sc(1− ε2), whereε is a small parameter. Slow timeτ and

the stretched lengthwise variableξ are introduced in the form:

τ = ε2t,ξ = ε(x−cgt), (8.46)

wherecg is the group velocity.

Weakly nonlinear theory is therefore applied in vicinity ofthe critical point (see Figure 8.1).

Figure 8.1: Schematic diagram of the critical values of the

bed friction number versusk. The dashed rectangle shows

the region where weakly nonlinear theory is applicable.

The differential operators
∂
∂t

and
∂
∂x

are then replaced by

∂
∂t

→ ∂
∂t

− εcg
∂
∂ξ

+ ε2 ∂
∂τ

, (8.47)

∂
∂x

→ ∂
∂x

+ ε
∂
∂ξ

. (8.48)
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The functionψ1 in (8.44) is represented in the form

ψ1(x,y, t) = Ā(ξ,τ)φ1(y)exp[ik(x−ct)]+c.c., (8.49)

whereĀ is a slowly varying amplitude,φ1(y) is the eigenfunction of the linear stability prob-

lem (8.39) - (8.40), the values ofk andc correspond to the critical state, andc.c. means complex

conjugate. In order to find an amplitude evolution equation for Ā we need to consider higher

terms of the perturbation expansion (8.42). Substituting (8.42) into (8.41) and collecting terms of

orderε2, we obtain:

Lψ2 = cg(ψ1xxξ +ψ1yyξ)−2ψ1xξt −ψ0y(3ψ1xxξ +ψ1yyξ)

−ψ1y(ψ1xxx+ψ1yyx)+ψ1x(ψ1xxy+ψ1yyy)+ψ1ξψ0yyy

−s[(ψ1xx+ψ1yy)ψ1y +2ψ1xξψ0y +ψ1yyψ1y−2ψ0yψ0yy

+2ψ1xψ1xy]−2Aψ1xξ. (8.50)

Substituting (8.42) into (8.41) and collecting terms of order ε3 we get:

Lψ3 = cg(ψ2xxξ +2ψ1xξξ +ψ2yyξ)−ψ1xxt−ψ1yyt−2ψ2xξt −ψ1ξξt

−3ψ0y(ψ2xxξ +ψ1xξξ)−ψ1y(ψ2xxx+3ψ1xxξ)−ψ2y(ψ1xxx+ψ1yyx)

−ψ1y(ψ2yyx−ψ1ξyy)−ψ0yψ2ξyy+ψ2xψ1xxy+ψ1ξψ1xxy

+ψ1xψ2xxy+2ψ1xψ1xyξ +ψ1xψ2yyy+ψ2xψ1yyy

+ψ1ξψ1yyy+ψ2ξψ0yyy

−s[ψ2y(ψ1xx+ψ1yy)+2ψ2yyψ1y +
3
2

ψ1xxψ2
1x

ψ0y
+ψ2xxψ1y +2ψ1xξψ1y +2ψ0yψ2xξ +ψ1ξξψ0y−ψ1xxψ0y

−2ψ0yyψ1y−2ψ0yψ1yy−ψ1yyψ2y−ψ1yψ2yy+2ψ1xψ2xy

+2ψ1xψ1yy+2ψ2xψ1xy+2ψ1ξψ1xy]−A(2ψ2xξ +ψ1ξξ). (8.51)

The form of right-hand side of (8.50) and formula (8.49) suggest that the functionψ2 should

be sought in the form

ψ2 = ĀĀ∗φ(0)
2 (y)+Aξφ(1)

2 (y)exp[ik(x−ct)]+ Ā2φ(2)
2 (y)exp[2ik(x−ct)]+c.c., (8.52)
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whereĀ∗ denotes complex conjugate of̄A and the functionsφ(0)
2 (y), φ(1)

2 (y) andφ(2)
2 (y) are to

be determined.

Substituting (8.49) forψ1 and (8.52) forψ2 into (8.50) and collecting the terms that are pro-

portional toĀĀ∗ gives

2S(Uφ(0)
2yy+Uyφ(0)

2y )+2Aφ(0)
2yy = ik(φ1yφ∗1yy−φ∗1yφ1yy

+φ1φ∗1yyy−φ∗1φ1yyy)−s(k2φ1φ∗1y +k2φ∗1φ1y

+2φ1yyφ∗1y +2φ∗1yyφ1y), (8.53)

with the boundary conditions

φ(0)
2 (±∞) = 0. (8.54)

Similarly, collecting the terms that are proportional toAξ exp[ik(x−ct)] we obtain

(ikU − ikc)φ(1)
2yy+(ik3c− ik3U − ikUyy)φ

(1)
2 +s[2Uφ(1)

2yy

+2Uyφ(1)
2y −k2Uφ(1)

2 ]+A[φ(1)
2yy−k2Uφ(1)

2 ] = (cg−U)φ1yy

+[−2k2c+3k2U +Uyy−k2cg− ikUS−2ikA]φ1. (8.55)

The boundary conditions are

φ(1)
2 (±∞) = 0. (8.56)

Comparing (8.39) - (8.40) and (8.55) - (8.56) we see that the solution to (8.55), (8.56), namely,

the functionφ(1)
2 , is resonantly forced since the homogeneous equation whichcorresponds to

(8.55) is satisfied ats = sc, k = kc andc = cc. Thus (8.55) - (8.56) has a solution if and only

if the right-hand side of (8.55) is ortogonal to all eigenfunctions of the corresponding adjoint

problem. The adjoint operator,La, and the adjoint eigenfunction,φa
1, are defined as follows:

∫ +∞

−∞
φa

1L(φ1)dy=
∫ +∞

−∞
φ1La(φa

1)dy= 0. (8.57)
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The adjoint eigenfunctionφa
1 satisfies the equation

(ikU +2SU+A)(φa
1)

′′ +(2ikUy +2SUy)(φa
1)

′

−(ik3U +Uk2S+Ak2)φa
1 + ikc[(φa

1)
′′−k2φa

1] = 0, (8.58)

with the boundary conditions

φa
1(±∞) = 0. (8.59)

Applying the solvability condition for equation (8.55) we obtain the group velocity,cg, in the

form

cg =
I1
I2

, (8.60)

where

I1 =
∫ +∞

−∞
[Uφ1yy−φ1(3k2U +Uyy−2k2c−2ikUS−2Aik)]φa

1dy, (8.61)

and

I2 =
∫ +∞

−∞
φa

1(φ1yy−k2φ1)dy. (8.62)

Finally, collecting the terms that are proportional toĀ2 we obtain the following equation for

the functionφ(2)
2 :

2(ikU − ikc)φ(2)
2yy+(8ik3c−8ik3U −2ikUyy)φ

(2)
2 +s[2Uφ(2)

2yy

+2Uφ(2)
2y −4k2Uφ(2)

2 ]+A[φ(2)
2yy−4k2φ(2)

2 ] = ik(φ!φ1yyy−φ1yφ1yy)

−s(2φ1yφ1yy−2k2φ1φ1y), (8.63)

with the boundary conditions

φa
2(±∞) = 0. (8.64)
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The amplitude evolution equation for̄A is obtained from the solvability condition for equation

(8.51) and has the form

∂Ā
∂τ

= σĀ+δ
∂2Ā
∂ξ2 +µ|Ā|2Ā, (8.65)

where

σ =
σ1

γ1
, (8.66)

δ =
δ1

γ1
, (8.67)

µ=
µ1

γ1
. (8.68)

The coefficientsσ = σr + iσi ,δ = δr + iδi ,µ = µr + iµi are complex. Equation (8.65) is the

Ginzburg-Landau equation.

The coefficientsγ1, σ1, δ1 andµ1 are given by

γ1 =
∫ +∞

−∞
φa

1(φ1yy−k2φ1)dy, (8.69)

σ1 = s
∫ +∞

−∞
φa

1(2Uφ1yy+2Uyφ1y−k2Uφ1)dy, (8.70)

δ1 =
∫ +∞

−∞
φa

1[φ
(1)
2yy(cg−U)

+φ(1)
2 (−k2cg−2k2c+3k2U +Uyy−2ikUS−2ikA)

+φ1(2ikcg + ikc)−3ikU −US−A)]dy, (8.71)

µ1 =
∫ +∞

−∞
φa

1{6ik3φ(2)
2 φ∗1y−2ikφ∗1yφ(2)

2yy

+3ik3φ∗1φ(2)
2y + ik3φ1(φ

(0)
2y +φ∗(0)

2y )− ikφ1yy(φ
(0)
2y

+φ∗(0)
2y )+ ikφ(2)

2y φ∗1yy− ikφ∗1φ(2)
2yyy

+ikφ1(φ
(0)
2yyy+φ∗(0)

2yyy)+2ikφ∗1yyyφ
(2)
2 −2S[−k2φ1(φ

(0)
2y

+φ∗(0)
2y )+3k2φ∗1φ(2)

2y − 1.5k4φ2
1φ∗1

U
+2φ1yy(φ

(0)
2y +φ∗(0)

2y )+2φ∗1yyφ
(2)
2y +2φ1y(φ

(0)
2yy

+φ∗(0)
2yy )+2φ(2)

2yyφ
∗
1y]}dy. (8.72)

The right-hand side of equation (8.65) contains three termscorresponding to linear amplifica-

tion, diffusion and nonlinear saturation, respectively. The coefficients of (8.65) have the following

88



physical meaning:

• The real part ofσ, namely,σr , gives the rate of amplification of an unstable perturbation.

• The imaginary part ofσ, that is,σi, reflects the angular frequency of the oscillation.

• The dependence of the instability growth rate and oscillation frequency on the wavelength

is represented by the coefficientsδr andδi , respectively.

• The coefficientµ determines whether saturation of instabilities is possible.

If µr < 0 then the nonlinearities tend to saturate the instability.Such a situation is referred to as

”supercritical instability” in the hydrodynamic stability literature. On the other hand, ifµr > 0,

then higher order terms on the right-hand side of (8.65) are also important and (8.65) is much

less informative. Such a case is known as ”subcritical instability”. One example of subcritical

instability is given in [36] for the case of a plane Poiseuille flow. The constantµr in equation

(8.65) is usually referred to as the Landau constant in the hydrodynamic stability literature.

Figure 8.2: Neutral stability curves for different values of A

atR= −0.5.

8.4 Results

Figure 8.2 plots neutral stability curves for the parameters versusk for R= −0.5 and different

values of the particle loading parameterA. The values ofA have been chosen in the range of prac-
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tical interest [41]. Each stability curve separates stability and instability domains. The instability

domain is below the curve. As can be seen from the figure, lowerstability curves correspond to

higher values ofA. This means that higherA enhances stability of the flow.

The value of the stability parameters at the top of the curvesc, namely the critical value of

s, can be taken as a reference point characterizing the stability of the flow. For values ofs above

sc the flow is stable for all wavenumbersk. The dependencesc on A at R = −0.5 is shown in

Figure 8.3. Stabilizing effect of the particle loading parameter is clearly seen in the figure since

the critical values ofs are decreasing almost linearly as the parameterA increases.

Figure 8.4 plots the growth rates for the most unstable mode in unstable regime for different

values ofA. As the particle loading parameter increases, the growth rates decrease.

ParameterA is defined by (8.4). The value ofA depends on various parameters such as particle

bulk density, drag on the particles, and aerodynamic response time of the particles. The bulk

density is the mass of many particles divided by the volume they occupy. So one can conclude

that the presence of particles enhances flow stability. The higher is bulk density of the particles,

drag and the lower is the aerodynamic response time the more stable the flow is. This result is

consistent with data of Yang et al. [41].

Figure 8.3: Critical values ofsversusA for different values

of R.

In order to evaluate the coefficients of the Ginzburg-Landauequation numerically, one needs

to find the critical values ofk, s andc from the linear stability problem (8.39) - (8.40). Then the

corresponding eigenfunctionφa
1 of the adjoint problem (8.58) - (8.59) is calculated. Next, three
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Figure 8.4: Growth rates for the most unstable mode for

different values ofA.

Table 8.1: The coefficients of the Ginzburg-Landau equationfor different values ofA.

A σ δ µ

0.0 0.0899+0.0004i 0.1150-0.1834i -4.5212-11.6033i

0.02 0.0716+0.0001i 0.1116-0.2131i -4.8302-11.7427i

0.04 0.0529-0.0000i 0.1062-0.2438i -5.3386-11.6620i

0.06 0.0300-0.0002i 0.0986-0.2819i -6.6213-11.8045i

boundary value problems (8.53) - (8.56), (8.63) are solved and the functionsφ(0)
2 , φ(1)

2 andφ(2)
2

are calculated. Finally the group velocitycg is computed from the solvability condition (8.60).

In all cases pseudospectral method based on Chebyshev polynomials is used. The coefficients

of the complex Ginzburg-Landau equation (8.65) are then evaluated numerically by means of

(8.66)-(8.72). The results are shown in Table 8.1 forR= −0.5.

As can be seen from Table 8.1, the real part ofµ (known as the Landau constant in the lit-

erature) is negative, therefore, finite amplitude equilibrium is possible and the instability is su-

percritical. Thus, the Ginzburg-Landau equation may be used for the analysis of shallow wake

two-phase flows in convectively unstable regime. Note that in cases where the real part ofµ is

positive, the higher powers of̄A (which are neglected in (8.65)) become also important, and the

Ginzburg-Landau model cannot be used for the analysis. In such cases a finite equilibrium state is
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Table 8.2: The amplitudēA0 and the frequencyω for different values ofA atR= −0.5.

A ω Ā0

0.0 0.230 0.141

0.02 0.174 0.122

0.04 0.116 0.100

not possible. This means that the disturbances are linearlyunstable and grow unbounded; that is,

the instability is subcritical. An example of such case is given in [36] for plane Poiseuille flow.

Consider unmodulated (independent onξ) equilibrium amplitude solution of (8.65) of the form

Ā =

√

σr

µr
exp[iτ(σi −

µi

µr
σr)], (8.73)

where the amplitudēA0 and the frequencyω are given by

Ā0 =

√

σr

µr
,ω = σi −

µi

µr
σr . (8.74)

It is seen from (8.74) that both the amplitude and the frequency of the most unstable mode are

modified by nonlinear effects. The values ofĀ0 andω for different values ofA are calculated for

the caseR= −0.5 and are shown in Table 8.2.

As can be seen from Table 8.2, the stabilizing effect of the particle loading parameterA is

obvious also in weakly nonlinear regime: the finite amplitude is getting smaller asA increases.

Using the substitutions

τ̃ = τσr ,

ξ̃ = ξ
√

σr

δr
,

Ã = Ā
√

µrσr exp(−ic0σrτ),

(8.75)

we transform (8.65) to the form

Ãτ̃ = Ã+(1+ ic1)Ãξ̃ξ̃ − (1+ ic2)|Ã|2Ã, (8.76)

where
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Table 8.3: The coefficients of the Ginzburg-Landau equation(8.76) for different values ofA.

A c0 c1 c2

0.0 0.004 - 1.595 2.566

0.02 0.001 - 1.906 2.431

0.04 0.000 - 2.296 2.184

0.06 -0.007 - 2.859 1.783

c0 =
σi

σr
,c1 =

δi

δr
,c2 =

µi

µr
. (8.77)

It can easily be shown (see, for example, [1]) that (8.76) hasa plane wave solution of the form

Ã = Cexp[i(Kξ̃−Ωτ̃)]. (8.78)

Stability of solutions (8.78) is studied in [5] where it is shown that a sufficient condition for

instability is

1+c1c2 < 0, (8.79)

Instability described by (8.79) is referred to as the Benjamin-Feir instability. Using the numer-

ical values of the coefficients of (8.65) given in Table 8.1 wehave calculated the coefficientsc0,

c1, andc2. The results are presented in Table 8.3.

As can be seen from Table 8.3, for all values ofA the instability condition (8.79) is satisfied.

This means that pure periodic waves (8.78) are unstable (and, therefore, are not observable).

8.5 Conclusion

Linear and weakly nonlinear stability of two-phase shallowwake flow is analyzed in the present

chapter. Linear stability analysis is performed under the following simplifying assumptions: (1)

the mean velocity profile of the two-phase flow is assumed to beidentical to that of a single-phase

flow, (2) the particle concentration is assumed to be uniform, (3) small perturbations imposed on

the flow have no effect on the particles during initial moment. Calculations show that particle

loading parameter stabilizes the flow. In addition, bottom friction also enhances the stability of

93



the flow. Methods of weakly nonlinear theory are used to derive the amplitude evolution equation

for the most unstable mode. It is shown that the development of the most unstable mode in weakly

nonlinear regime is governed by the complex Ginzburg-Landau equation. The coefficients of the

Ginzburg-Landau equation are calculated numerically for different values of the parameters of the

problem. It is shown that the particle loading parameter hasa stabilizing effect on the flow also

in the weakly nonlinear regime: the saturation amplitude isgetting smaller as the particle loading

parameter increases. In addition, it is shown that pure periodic solutions of the Ginzburg-Landau

equation are unstable (and, therefore, not observable).
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9 STABILITY ANALYSIS OF NON-PARALLEL FLOW

Stability of a non-parallel flow is considered in the presentchapter. A weakly non-linear

method is used for the stability analysis that implies the base flow weakly depends on downstream

coordinate. An equation of perturbation amplitude and a leading order approximation for the

perturbation stream function have been achieved [26].

9.1 Introduction

Stability analysis of shallow wake or mixing layer flow is usually implies the assumption that the

velocity profile of the flow does not change downstream (parallel flow assumption). From mathe-

matical point of view this means that the base flow is independent on the lengthwise coordinate.

In real flows, however, the flow velocity profile slowly altersdownstream. The non-uniformity

of the flow velocity distribution across transverse coordinate ususally declines with the fluid trav-

elling downstream. Effectively that means that the base flowweakly depends on the lengthwise

coordinate.

As the base flow is a function of the lengthwise coordinate, the stability analysis should be

modified. Weakly-nonlinear analysis can be performed in order to take into account slow variation

of the base flow.

The current chapter makes an attempt to analyse stability ofthe flow if base flow weakly

depends on the lengthwise coordinate.

9.2 Derivation of Governing Equations

The governing equations for the nonparallel flow are derivedfrom the ”rigid-lid” flow equa-

tion (5.18) taking into account that the base flow functionΨ0 weakly depends onx (see Fig-

ure 9.1).
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Figure 9.1: Parallel and non-parallel flow velocity profiles.

We seek solution of the equation (5.18) in the form:

Ψ(x,y, t) = Ψ0(y,X)+ψ(x,y, t), (9.1)

where

X = εx

is a slowly varying coordinate,ε is the small dimensionless parameter that characterizes the non-

parallelism of the base flow,Ψ0y(y,X) is the base flow,ψ(x,y, t) is a perturbation.

Substituting (9.1) into (5.18) we get:

(∆Ψ0)t +(∆ψ)t +(2β1−β2)((Ψ0y +ψy)(Ψ0xy+ψxy))y

−β2((Ψ0x +ψx)(Ψ0yy+ψyy))y

+(β2−1)((Ψ0x +ψx)(Ψ0xy+ψxy))x

+β2((Ψ0xx+ψxx)(Ψ0y +ψy))x

−(2β3−1)((Ψ0x +ψx)(Ψ0xx+ψxx))y

+
cf

2h
(∆Ψ0 +∆ψ)

√

(Ψ0x +ψx)2 +(Ψ0y +ψy)2

+
cf

2h
√

(Ψ0x +ψx)2 +(Ψ0y +ψy)2
((Ψ0y +ψy)

2(Ψ0yy+ψyy)
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+2(Ψ0x +ψx)(Ψ0y +ψy)(Ψ0xy+ψxy)

+(Ψ0x +ψx)
2(Ψ0xx+ψxx)) = 0, (9.2)

or

(∆ψ)t +(2β1−β2)((Ψ0y +ψy)(εΨ0Xy+ψxy))y

−β2((εΨ0X +ψx)(Ψ0yy+ψyy))y

+(β2−1)((εΨ0X +ψx)(εΨ0Xy+ψxy))x

+β2(ψxx(Ψ0y +ψy))x− (2β3−1)((εΨ0X +ψx)ψxx)y

+
cf

2h
(Ψ0yy+∆ψ)

√

(εΨ0X +ψx)2 +(Ψ0y +ψy)2

+
cf

2h
√

(εΨ0X +ψx)2 +(Ψ0y +ψy)2
((Ψ0y +ψy)

2(Ψ0yy+ψyy)

+2(εΨ0X +ψx)(Ψ0y +ψy)(εΨ0Xy+ψxy)+(εΨ0X +ψx)
2(ψxx)) = 0. (9.3)

Keeping in mind thatΨ0t is equal to zero asΨ0 = Ψ0(y,X), and neglecting terms ofψ2 and

ε2 we get:

(∆ψ)t +(2β1−β2)((Ψ0yy+ψyy)(εΨ0Xy+ψxy)

+(Ψ0y +ψy)(εΨ0Xyy+ψxyy))

−β2((εΨ0Xy+ψxy)(Ψ0yy+ψyy)+(εΨ0X +ψx)(Ψ0yyy+ψyyy))

+(β2−1)(ψxx(εΨ0Xy+ψxy)+(εΨ0X +ψx)(ψxxy))

+β2(ψxxx(Ψ0y +ψy)+ψxx(εΨ0Xy+ψxy))

−(2β3−1)((εΨ0Xy+ψxy)ψxx+(εΨ0X +ψx)ψxxy)

+
cf

2h
(Ψ0yy+∆ψ)

√

2εΨ0Xψx +Ψ2
0y +Ψ0y2ψy

+
cf

2h
√

2εΨ0Xψx +Ψ2
0y +2Ψ0yψy

((Ψ2
0y +2Ψ0yψy)(Ψ0yy+ψyy)

+2(εΨ0X +ψx)(Ψ0y +ψy)(εΨ0Xy+ψxy)+2εΨ0Xψxψxx) = 0. (9.4)

Simplifying, we get

(∆ψ)t +(2β1−β2)((εΨ0XyΨ0yy+ εΨ0Xyψyy+ψxyΨ0yy)

+(εΨ0XyyΨ0y + εΨ0Xyyψy +Ψ0yψxyy))
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−β2((εΨ0XyΨ0yy+Ψ0yyψxy+ εΨ0Xyψyy)

+(εΨ0XΨ0yyy+Ψ0yyyψx + εΨ0Xψyyy))

+(β2−1)(ψxxεΨ0Xy+ εΨ0Xψxxy)+β2(ψxxxΨ0y +ψxxεΨ0Xy)

−(2β3−1)(εΨ0Xyψxx+ εΨ0Xψxxy)

+
cf

2h
(Ψ0yy+∆ψ)

√

2εΨ0Xψx +Ψ2
0y +Ψ0y2ψy

+
cf

2h
√

2εΨ0Xψx +Ψ2
0y +2Ψ0yψy

((Ψ2
0yΨ0yy+2Ψ0yΨ0yyψy +Ψ2

0yψyy)

+2(εΨ0XΨ0yψxy+ εΨ0XyΨ0yψx + εΨ0XyΨ0yψx)) = 0. (9.5)

The term
√

2εΨ0Xψx +Ψ2
0y +Ψ0y2ψy is linearized as follows:

√

Ψ2
0y +2εΨ0Xψx +Ψ0y2ψy =

√

Ψ2
0y(1+ ε

2Ψ0Xψx

Ψ2
0y

+ψy
2Ψ0y

Ψ2
0y

)

= Ψ0y

√

1+ ε
2Ψ0Xψx

Ψ2
0y

+ψy
2Ψ0y

Ψ2
0y

= |(1+ ε)α = 1+αε+ ...|

= Ψ0y(1+ ε
Ψ0Xψx

Ψ2
0y

+ψy
Ψ0y

Ψ2
0y

) = Ψ0y + ε
Ψ0Xψx

Ψ0y
+ψy

=
Ψ2

0y

Ψ0y
+ ε

Ψ0Xψx

Ψ0y
+

ψyΨ0y

Ψ0y
=

Ψ2
0y + εΨ0Xψx +ψyΨ0y

Ψ0y
. (9.6)

The term
1

√

2εΨ0Xψx +Ψ2
0y +Ψ0y2ψy

is transformed in the following way:

1
√

2εΨ0Xψx +Ψ2
0y +Ψ0y2ψy

=
1

√

Ψ2
0y(1+ ε2Ψ0Xψx

Ψ2
0y

+ψy
2Ψ0y

Ψ2
0y

)

=
1

Ψ0y

1
√

1+ ε2Ψ0Xψx

Ψ2
0y

+ψy
2Ψ0y

Ψ2
0y

= |(1+ ε)α = 1+αε+ ...|

=
1

Ψ0y
(1− ε

Ψ0Xψx

Ψ2
0y

−ψy
Ψ0y

Ψ2
0y

) =
1

Ψ0y
− ε

Ψ0Xψx

Ψ3
0y

−ψy
Ψ0y

Ψ3
0y

=
Ψ2

0y− εΨ0Xψx−ψyΨ0y

Ψ3
0y

. (9.7)

So, the linearized form of the term(Ψ0yy+∆ψ)
√

2εΨ0Xψx +Ψ2
0y +Ψ0y2ψy is:

(Ψ0yy+∆ψ)
√

2εΨ0Xψx +Ψ2
0y +Ψ0y2ψy
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= (Ψ0yy+ψxx+ψyy)
Ψ2

0y + εΨ0Xψx +ψyΨ0y

Ψ0y

=
1

Ψ0y
(Ψ0yyΨ2

0y +ψxxΨ2
0y +ψyyΨ2

0y +Ψ0yyεΨ0Xψx

+ψxxεΨ0Xψx +ψyyεΨ0Xψx +Ψ0yyψyΨ0y +ψxxψyΨ0y +ψyyψyΨ0y)

=
1

Ψ0y
(Ψ0yyΨ2

0y +ψxxΨ2
0y +ψyyΨ2

0y +Ψ0yyεΨ0Xψx +Ψ0yyψyΨ0y)

= Ψ0yyΨ0y +ψxxΨ0y +ψyyΨ0y +
Ψ0yyεΨ0Xψx

Ψ0y
+Ψ0yyψy. (9.8)

The term

1
√

2εΨ0Xψx +Ψ2
0y +2Ψ0yψy

((Ψ2
0yΨ0yy+2Ψ0yΨ0yyψy +Ψ2

0yψyy)

+2(εΨ0XΨ0yψxy+ εΨ0XyΨ0yψx + εΨ0XyΨ0yψx)) (9.9)

is linearized as follows:

1
√

2εΨ0Xψx +Ψ2
0y +2Ψ0yψy

((Ψ2
0yΨ0yy+2Ψ0yΨ0yyψy +Ψ2

0yψyy)

+2(εΨ0XΨ0yψxy+ εΨ0XyΨ0yψx + εΨ0XyΨ0yψx))

=
1

Ψ3
0y

(Ψ2
0y− εΨ0Xψx−ψyΨ0y)((Ψ2

0yΨ0yy+2Ψ0yΨ0yyψy +Ψ2
0yψyy)

+(2εΨ0XΨ0yψxy+2εΨ0XyΨ0yψx +2εΨ0XyΨ0yψx))

=
1

Ψ3
0y

(Ψ4
0yΨ0yy+2Ψ3

0yΨ0yyψy +Ψ4
0yψyy+2εΨ0XΨ3

0yψxy

+2εΨ0XyΨ3
0yψx +2εΨ0XyΨ3

0yψx− εΨ0XψxΨ2
0yΨ0yy−ψyΨ3

0yΨ0yy)

= Ψ0yΨ0yy+2Ψ0yyψy +Ψ0yψyy+2εΨ0Xψxy

+εΨ0Xyψx +2εΨ0Xyψx−
εΨ0XψxΨ0yy

Ψ0y
−ψyΨ0yy. (9.10)

Substituting the linearized terms (9.8) and (9.10) into (9.5) we obtain

(∆ψ)t +(2β1−β2)((εΨ0XyΨ0yy+ εΨ0Xyψyy+ψxyΨ0yy)

+(εΨ0XyyΨ0y + εΨ0Xyyψy +Ψ0yψxyy))

−β2((εΨ0XyΨ0yy+Ψ0yyψxy+ εΨ0Xyψyy)

+(εΨ0XΨ0yyy+Ψ0yyyψx + εΨ0Xψyyy))

+(β2−1)(ψxxεΨ0Xy+ εΨ0Xψxxy)
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+β2(ψxxxΨ0y +ψxxεΨ0Xy)− (2β3−1)(εΨ0Xyψxx+ εΨ0Xψxxy)+

+
cf

2h
(Ψ0yyΨ0y +ψxxΨ0y +ψyyΨ0y +

Ψ0yyεΨ0Xψx

Ψ0y
+Ψ0yyψy

+Ψ0yΨ0yy+2Ψ0yyψy +Ψ0yψyy+2εΨ0Xψxy

+2εΨ0Xyψx +2εΨ0Xyψx−
εΨ0XψxΨ0yy

Ψ0y
−ψyΨ0yy) = 0. (9.11)

Simplifying the expression (9.11) and grouping the terms, we get:

(∆ψ)t +(2β1−β2)(ψxyΨ0yy+Ψ0yψxyy)

−β2(Ψ0yyψxy+Ψ0yyyψx)+β2ψxxxΨ0y

+
cf

2h
(2Ψ0yyΨ0y +ψxxΨ0y +2ψyyΨ0y +2Ψ0yyψy)

+ε((2β1−β2)(Ψ0XyΨ0yy+Ψ0Xyψyy+Ψ0XyyΨ0y +Ψ0Xyyψy)

−β2(Ψ0XyΨ0yy+Ψ0Xyψyy+Ψ0XΨ0yyy+Ψ0Xψyyy)

+(β2−1)(ψxxΨ0Xy+Ψ0Xψxxy)+β2(ψxxΨ0Xy)

−(2β3−1)(Ψ0Xyψxx+Ψ0Xψxxy)

+
cf

2h
(2Ψ0Xψxy+2Ψ0Xyψx +2Ψ0Xyψx)) = 0. (9.12)

DenotingΨ0y asU and−Ψ0X asV we can rewrite (9.12) as follows:

(∆ψ)t +(2β1−β2)(ψxyUy +Uψxyy)

−β2(Uyψxy+Uyyψx)+β2ψxxxU

+
cf

2h
(2UyU +ψxxU +2ψyyU +2Uyψy)

+ε((2β1−β2)(UXUy +UXψyy+UXyU +UXyψy)

−β2(UXUy +UXψyy−VUyy−Vψyyy)

+(β2−1)(ψxxUX −Vψxxy)+β2(ψxxUX)

−(2β3−1)(UXψxx−Vψxxy)+
cf

2h
(2UXψx−2Vψxy+2UXψx)) = 0. (9.13)

Linearizing (9.5) in the neighborhood of the base flow, dropping the subscript ”f” and retaining
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only the terms of orderε we obtain

ψxxt +ψyyt + (2β1−β2)(Uyψxy+Uψxyy)−β2(Uyψxy+Uyyψx)+β2Uψxxx

+
cf

2h

[

U(ψxx+2ψyy)+2Uyψy

]

+ ε
{

(2β1−β2)(UXψyy+UXyψy)−β2(UXψyy−Vψyyy)

+(β2−1)(UXψxx−Vψxxy)+β2UXψxx

− (2β3−1)(UXψxx−Vψyy)

+
cf

2h

[

2UXψx−2Vψxy+VψxUy/U

]}

= 0, (9.14)

whereU = ψ0y andV = −ψ0X.

The method of normal modes is a classical method of stabilityanalysis of parallel steady flows

(see, for example, [8]). In such cases the stream function isrepresented in the form

ψ(x,y, t) = ϕ(y)exp[i(kx−ωt)], (9.15)

wherek is the wavenumber of a perturbation andω is the frequency of oscillation. An arbitrary

perturbation consists of a superposition of perturbed components of the form (9.15) over the range

of all wavenumbers. However, in order to find a necessary condition for instability, it is enough

to consider only one component of the form (9.15) (see, for example, [19]). If the base flow is

slightly non-parallel, then the perturbation stream function ψ(x,y, t) is decomposed into a slowly

varying amplitude functionϕ(y,X,ω) and a fast varying phase functionθ(X,ω)/ε [19]:

ψ(x,y,ω, t) = ϕ(y,X,ω)exp

[

i

(

θ(X,ω)

ε
−ωt

)]

. (9.16)

We also assume thatϕ(y,X,ω) can be represented by a power series inε in the form

ϕ(y,X,ω) = ϕ1(y,X,ω)+ εϕ2(y,X,ω)+ . . . (9.17)

Substituting (9.16) and (9.17) into (9.14) and collecting the terms that do not containε we obtain

Lϕ1 = 0, (9.18)
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where

L[ϕ1] = ϕ
′′
1

[

(2β1−β2)U − ω
k
− ic fU

kh

]

+ϕ
′
1

[

2(β1−β2)Uy−
ic fUy

kh

]

+ϕ1

(

ωk−β2Uyy−β2k2U +
ic f kU

2h

)

. (9.19)

The primes in (9.19) represent the derivatives with respectto y and k = k(X,ω) = θX. Thus,

equation (9.18) is the modified Rayleigh equation which is obtained in [22] under parallel flow

approximation. Equation (9.18) together with zero boundary conditions forms an eigenvalue prob-

lem (where the eigenvalues arek = k(X,ω)). The values ofk = k(X,ω) = θX can be obtained as

a result of the numerical solution of the eigenvalue problem. In addition, a normalized eigen-

function of the linear stability problem,Φ(y,X,ω), can be calculated. Note that the coordinateX

appears in (9.18) as a parameter.

In order to obtain the equation for the amplitude of a perturbation we assume that

ϕ1(y,X,ω) = A(X,ω)Φ(y,X,ω), (9.20)

whereA(X,ω) is an unknown complex amplitude andΦ(y,X,ω) is a normalized eigenfunction of

the linear stability problem.

Substituting (9.16), (9.17) and (9.20) into (9.14) and collecting the terms containingε we

obtain

L[ϕ2] = g, (9.21)
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where

g =
i
k

dA
dX

{

2ωkΦ+(2β1−β2)(UyΦ
′
+UΦ

′′
)

−β2[UyΦ
′
+UyyΦ+3UΦk2]+

ic fUkΦ
h

}

− i
k

A

{

2ωkΦX +ω
dk
dx

Φ+(2β1−β2)[UyΦ
′
X +UΦ

′′
X +UXΦ

′′
+UXyΦ

′
]

−β2[UyΦ
′
X +UyyΦX +3Uk2ΦX

+3UΦk
dk
dX

+UXΦ
′′ −VΦ

′′′
+UXk2Φ]

+ (β2−1)(Vk2Φ
′ −k2UXΦ)− (2β3−1)[k2VΦ

′ −k2UXΦ]

+
cf

2h

[

2iUkΦX + iU Φ
dk
dX

+2ikUXΦ−2ikVΦ
′
+ i

V
U

UykΦ
]}

. (9.22)

An amplitude evolution equation forA(X,ω) is obtained from Fredholm’s alternative, namely,

equation (9.21) has a solution if and only if the functiong is orthogonal to all eigenfunctions̃Φ of

the corresponding adjoint problem. Using the solvability condition

∫ ∞

−∞
gΦ̃dy= 0, (9.23)

we obtain the equation for the functionA(X,ω) in the form

M(X,ω)
dA
dX

+N(X,ω)A = 0, (9.24)

where

M(X,ω) =
i
k

∫ ∞

−∞

{

2ωkΦ+(2β1−β2)(UyΦ
′
+UΦ

′′
)

−β2[UyΦ
′
+UyyΦ+3UΦk2]+

ic fUk

h
Φ

}

Φ̃dy, (9.25)
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N(X,ω) =
i
k

∫ ∞

−∞

{

2ωkΦX +ω
dk
dX

Φ+(2β1−β2)[UyΦ
′
X +UΦ

′′
X

+UXΦ
′′
+UXyΦ

′
]−β2[UyΦ

′
X +UyyΦX +3Uk2ΦX

+3UΦk
dk
dX

+UXΦ
′′ −VΦ

′′′
+UXk2Φ]

+ (β2−1)[Vk2Φ
′ −k2UXΦ]− (2β3−1)[k2VΦ

′ −k2ΦUX]

cf

2h

[

2ikUΦX + iU
dk
dX

Φ

+2ikUXΦ−2ikVΦ
′
+ i

V
U

UykΦ
]}

Φ̃dy. (9.26)

Thus, using the WKB method, the leading order approximation of the stream functionψ(x,y,ω, t)

has the form

ψ(x,y,ω, t) ∼ A(X,ω)Φ(y,X,ω)exp

[

i

(

1
ε

∫ X

0
k(X,ω)dX−ωt

)]

. (9.27)

9.3 Discussion

Formula (9.27) provides the connection between local parallel flow approximations and takes into

account slow streamwise variation of the base flow. Following [6], a few important conclusions

can be drawn from (9.27). First, all the three terms on the right-hand side of (9.27) contain

information related to the amplitude and phase of the perturbation. Second, the growth rate and

phase speed of the perturbation at any given downstream station depends on the choice of the

perturbed quantities. Finally, the growth rate and phase speed depend even on the location where

these quantities are calculated. In particular, it is shownin [6] that for any given flow variableQ

one can define a local wavenumberkl by the formula

kl (x,y|Q) = −i
∂
∂x

lnQ(x,y), (9.28)

wherekl = klr + ikli and the values ofklr andkli are interpreted as the local phase speed and local

spatial growth rate. Thus, in order to make a meaningful comparison of the weakly nonlinear

model (9.27) with experimental data one needs to choose a particular flow quantityQ (say, pres-

sure or streamwise velocity), then measure it at a particular point and evaluate the right-hand side

of (9.28) at the same point. In other words, in order to validate the weakly nonlinear model one

needs to have either detailed experimental data or, alternatively, numerical solution of nonlinear

two-dimensional shallow water equations.
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10 CONCLUSION

The research work presented in this thesis can be divided into five parts:

1. Linear stability analysis of flows with free surface.

2. Linear stability analysis of a flow under the ”rigid-lid” assumption.

3. Weakly non-linear analysis of a flow under the ”rigid-lid”assumption and derivation of

Ginzburg-Landau equation.

4. Linear and weakly non-linear stability analysis of two-phase flows.

5. Stability analysis of a non-parallel flow.

Conclusions for each of these parts are presented in each of the following sections.

10.1 Stability analysis of free surface flows

A flow with unbounded surface was analyzed in the chapter. Saint-Venant equations with momen-

tum correction coefficients were used as a starting point forderivation of a system of equations

that governs behavoir of perturbation. The system was derived as follows:

• Small perturbations of pressure and velocity components inboth transverse and downstream

directions were imposed on the flow.

• The equations were linearized in the neighbourhood of the base flow by neglecting quadratic

terms of perturbation expansion.

• The method of normal modes was employed. The perturbation function was sought as

product of a function that depends on transverse coordinateonly and a wave with a complex

frequency propagating in downstream direction.
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The obtained system of ordinary differential equations together with boundary conditions formed

an eigenvalue problem. It was solved by a numerical method based on Chebyshev polynomials.

The solution was sought in the form of fundamental interpolation polynomials. As a result of the

solution, a set of eigenvalues was obtained. Each eigenvalue represented the complex frequency

of a mode. The eigenvalues determine stability of a flow. As frequency is complex, perturbation

growth or decay is possible.

It was found that bottom friction had a dramatic effect on thestability of the flow. In compli-

ance with Chen&Jirka [2], the stability parameter, that included the bottom friction coefficients,

was considered as a defining factor for flow stability.

The conditions were found when the transition from stable tounstable flow took place. The

search for the conditions was performed by obtaining solutions of the perturbation equations while

varying the two parameters:

• The stability parameter taking into account vertical and transverse scale of the flow as well

as bottom friction coeffcient.

• The wavenumber of a perturbation mode.

The transition to unstable flow takes place at certain value of stability parameter that is referred

to as the critical value. As long as the critical value is known we are able to predict whether

a specific flow is stable or unstable. The stability parameterfor the specific flow needs to be

calculated and compared to the critical value. If the calculated stability parameter value falls in

the range below the critical one, then the flow is unstable. Ifthe calculated value exceeds the

critical one, the flow is stable.

Analysis of shallow flow usually implies numerous assumptions introduced to simplify the

problem. The assumptions may affect accuracy of determination of the critical value.

The effect on accuracy of calculations was evaluated for twoassumptions:

• The assumption of uniform velocity distribution in vertical direction.

• The assumption of constant depth (”rigid-lid” assumption).

The assumption of uniform velocity distribution was testedby employing momentum correc-

tion coefficients. The momentum correction coefficients were used to take into account the vertical
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non-uniformity of a real flow. For an uniform flow the momentumcorrection coefficients were

equal to unity, while they deviated from unity for non-uniform flow and the deviation is larger for

flows with higher non-uniformity.

The ”rigid-lid” assumption was tested by employing the Froude number. The Froude number

was effectively ratio of gravity and inertia forces. The case when the Froude number was close to

zero corresponded to ”rigid-lid” assumption; the higher was the Froude number the larger was the

deviation of the flow from the assumption.

The critical value of the stability parameter was found for different values of the Froude num-

ber and the momentum correction coefficients. The effect of variation of the two parameters on

the results was evaluated. The range of variaton of the parameters was selected to match the range

in nature and experiments [40], [34].

It was found that deflection of the Froude number from zero didnot have a dramatic influence

on the stability analysis results as long as the Froude number stayed within limits typical for

shallow flows in nature (0.1−0.2). It was shown that for this case the application of the ”rigid-

lid” assumption introduced a relatively small error into analysis that did not exceed 2%.

The momentum correction coefficients, in turn, had higher influence on stability analysis re-

sults. For flows abundant in nature, the values of momentum correction coefficients were high

enough to introduce error about 10%. Depending on whether transverse or downstream velocity

component was considered, neglection of a momentum correction coefficient might lead to either

underestimation or overestimation of the stability of the flow.

The neutral stability curves were constructed for various values of momentum correction co-

efficients and for various values of the Froude number.

10.2 Linear stability analysis of a flow under ”rigid-lid” assumption

The stability of a flow was analyzed by a linear method employing the ”rigid-lid” assumption.

The essense of the ”rigid-lid” assumption was that water depth is considered to be constant, thus

enabling reduction of the system of equations to a single equation.

Momentum correction coefficients were used to compensate for vertical non-uniformity of a

flow and influence of momentum correction coefficients on stability analysis results was analyzed.
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The governing equations for shallow water flow (Saint-Venant) equations were modified tak-

ing into account that the flow depth was constant. Then the equations governing transverse and

downstream velocity components were added up and the flow function was introduced. Thus a

single equation was obtained. The equation was transformedas follows:

• The solution was sought in a form of series expansion in powers of a small parameter.

• The equation was linearized by neglecting quadratic expansion terms.

• The method of normal modes was applied in order to transform the equation into ordinary

differential equation that forms an eigenvalue problem.

In compliance with method of normal modes, the solution was sought as a product of a func-

tion of transverse coordinate and a wave packet with each mode having a wavenumber and a

wavespeed. The wavespeed was complex and defined stability of a mode: negative imaginary part

led to amplification of a mode while positive imaginary part led to supression of a mode.

The eigenvalue problem was solved by pseudospectral collocation method based on Cheby-

shev polynomials and a set of eigenvalues was obtained. The value of a bottom friction coefficient

was adjusted in order to find the threshold where a transitionfrom stable to unstable flow took

place. Later, the procedure was repeated for various wavenumber values and a stability curve was

constructed.

A set of stability curves was obtained for various values of momentum correction coefficients.

The obtained curves were compared together and it was found that the area below the curve (insta-

bility region) tended to increase as vertical non-uniformity of downstream velocity grows. Trans-

verse velocity component had opposite effect on flow stability: as it’s non-uniformity increased,

the instability domain diminished.

It was found that for velocity non-uniformity expected in natural shallow wake flows the error

due to neglection of momentum correction coefficients couldreach 10%. Evaluation of vertical

non-uniformity of the flow velocity might be essential for obtaining accurate stability analysis

results.
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10.3 Weakly non-linear analysis

Weakly non-linear analysis was performed in order to see howthe perturbation is evolving. The

idea of weakly non-linear analysis was to consider perturbation amplitude that was weakly de-

pendent on time and coordinate. The ”slow” time and ”streched” coordinate moving with group

velocity were introduced using a small scaling parameterε.

Following the same procedure as for linear stability analysis, the Saint-Venant equations were

used as a starting point. The governing equation for the perturbation amplitude was derived by

following the procedure:

• The ”rigid-lid” assumption was used.

• The equations governing downstream and transverse velocity components were differen-

tiated with respect to transverse and downstream coordinates respectively. The equations

were added up and pressure was eliminated.

• The stream function was introduced. The velocity equation was transformed to an ordinary

differential equation with the stream function as unknown function.

• The solution was sought in a form of power series expansion inpowers of a small parameter

ε.

• The terms proportional to the fourth power ofε were neglected.

The obtained equation contained terms proportional to the first, second and third power ofε.

The terms proportional toε1 formed the previously obtained linear eqigenvalue problem. How-

ever, the solution of this first-order equation was sought ina form including an additional term that

was the perturbation amplitude weakly depending on time anddownstream coordinate. By collect-

ing higher terms, two non-linear non-homogenious equations were obtained. It was shown that the

two equations were resonantly forced, as corresponding homogenious equations had non-trivial

solutions. According to Fredholm’s alternative, the non-homogenious equations have solutions if

certain solvability conditions are satisfied.

The solvability conditions have yielded an equation that governed growth of perturbation am-

plitude. It was shown that perturbation amplitude was governed by the Ginzburg-Landau equation.
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The Ginzburg-Landau equation included a perturbation growth term, a dispersive term, and

a nonlinear term. The complex coefficients for the terms defined perturbation amplitude growth,

amplitude dispersion and non-linear effects respectively. The non-linear term coefficient (often

referred to as the Landau constant) determined whether an amplitude saturation is possible. If the

real part of the coefficient was negative, then amplitude tended to saturate instability and finite-

amplitude equillibrium was possible.

The coefficients of Ginzburg-Landau equation could be calculated by means of numerical

methods. The numerical method suitable for calculation of the coefficients was developed and

described in the chapter.

10.4 Stability analysis of two-phase flows

Stability of a two-phase flow was analysed in the chapter by means of linear and weakly non-

linear method. The governing equations were derived from the Saint-Venant equations with an

additional term describing particle-fluid interaction. The interaction was characterized by the

particle loading parameter. The particle loading parameter took into account ratios of the bulk

density of the particles to density of the fluid, actual drag on the particles to Stokes drag and flow

aerodynamic response time to particle aerodynamic response time.

Linear stability analysis was performed in order evaluate effect of particles on the stability of

the flow. The ”rigid-lid” assumption was used. The equationswere linearized by imposing a small

perturbation on the solution and neglecting quadratic terms. The method of normal modes was

also employed and a modified Rayleigh equation was obtained.

The equation was solved by a numerical spectral collocationmethod based on Chebyshev

polynomials. Critical value of the stability parameter was calculated and stability curves were ob-

tained for various values of the particle loading parameter. It was found that presence of particles

enhanced flow stability. The critical value of stability parameter was found to decrease linearly

with growth of the particle loading parameter.

Weakly non-linear analysis was performed in order to see theinfluence of particle loading

on perturbation growth. The Ginzburg-Landau equation was derived as a governing equation for

perturbation growth. A numerical method was employed in order to calculate the coefficients for
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the Ginzburg-Landau equation. The numerical method involved determination of eigenfunctions

and group velocity by solving several boundary value problems numerically and calculation of

coefficients by numerical integration.

The coefficients of the Ginzburg-Landau equation were calculated for various values of the

particle loading parameter. Special attention was paid to the nonlinear term coefficient, the so-

called ”Landau constant”, as it defined whether finite-amplitude equilibrium and flow stabilization

was possible.

Calculations showed that for values of particle loading parameter that were of practical inter-

est [41] for flows abundant in nature and engineering the Landau constant allowed possibility for

the finite-amplitude equillibrium and stabilization of a secondary flow. It was also found that the

particle loading parameter affected finite-amplitude value. The amplitude decreased as the particle

loading parameter grew.

It has also been found that finite-equillibrium state might have a plane-wave solution, however,

analysis showed that the solution would not be stable.

10.5 Analysis of non-parallel flow

The chapter considered stability of a non-parallel flow, when the base-flow profile changed down-

stream.

The solution for the Saint-Venant equations was sought in a form of a superposition of a base

flow that was weakly dependent on downstream coordinate and aperturbation. The solution was

substituted into the equation and the equation was linearized by neglecting quadratic perturbation

terms.

The method of normal modes is usually applied in order to transform the linearized equation

to ordinary differential equation. The method of normal modes usually implies that the solution is

sought as a product of a perturbation function and a wave.

In case of non-parallel flow the solution was decomposed intoa slowly varying functionφ and

a fast varying phase function. The functionφ was sought in a form of power series expansion in

the small parameterε. By collecting the terms proportional toε0 a modified Rayleigh equation

was obtained for functionφ that formed a stability problem together with boundary conditions.
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The solution of the modified Rayleigh equation was sought in a form of a product of a com-

plex amplitude and a normalized eigenfunction of the linearstability problem. The equation for

the complex amplitude was derived, that allowed to find the leading order approximation of the

perturbation stream function.

The expression of leading order approximation contained three terms: the complex amplitude,

the normalized eigenfunction of the linear stability problem and the exponential term.

The form of the leading order approximation allowed to make several important conclusions.

First, all the three terms contained information related tothe amplitude and phase of the pertur-

bation. Second, the growth rate and phase speed of the perturbation at any given downstream

station depended on the choice of the perturbed quantities (e. g. velocity components). Finally,

the growth rate and phase speed depended even on the locationwhere these quantities were cal-

culated.

In other words, in order to validate the weakly nonlinear model one would need to have ei-

ther detailed experimental data or, alternatively, numerical solution of nonlinear two-dimensional

shallow water equations.
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