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Abstract

This work is devoted to the problem of heat and mass transfer processes in the

turbulent recirculated liquid metals flows driven by the electromagnetic forces.

This kind of flows often takes place in various practical applications like melt-

ing of metals and alloys. Experimental investigations using physical model of

induction furnace have shown that the flows are unstable and large amplitude

low-frequency oscillations were revealed by velocity measurements. However, the

existing turbulence modeling approaches were not able to calculate correct tem-

perature distribution for mentioned flow types.

Extended numerical and experimental studies have been performed for three

different types of induction furnaces, where the velocity profiles and temperature

fields were examined. The modelling results of the crucible induction furnace have

shown the necessity for the adequate simulation of the low-frequency oscillations

observed in the experiment, while the model of the induction crucible furnace

gave the possibility to study thoroughly the characteristics of these flow instabil-

ities. The new modelinfg approach based on Large Eddy Simulation technique

has been applied in order to capture this phenomenon numerically, since tradi-

tional two-equation turbulence models do not provide necessary opportunities.

The measurements and numerical calculations of the model induction crucible

furnace, which were focused on the specific parameters of the low-frequency os-

cillations, gave the possibility to improve the proposed modeling method and also

to determine its application possibilieties.

The LES technique has been further applied for the modelling of the Alu-

minium and Titan-Aluminium melting process in the induction furnace with the

cold crucible. The corresponding temperature and velocity measurements have

been done in Aluminium melt. The fully three-dimensional electromagnetic anal-

ysis of the installation has been used as a base for the transient three-dimensional

coupled hydrodynamic and thermal calculations. The parameter study has been

performed in order to derive the tendencies for possible optimization of the melt-

ing process in induction furnace with cold crucible.
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1 Introduction

The recirculated flows, which are driven by the electromagnetic forces (Lorentz

forces), are observed in many industrial processes, especially in the induction

furnaces for melting of metals (Fig. 1.1). Today industrial processes often are

significantly multi-physical and their research should include several physical dis-

ciplines. Typical examples are induction furnaces for melting of metals. Their

efficient design is impossible without understanding of processes which take place

in these installations. There has been a lot of investigations devoted to the study

of electromagnetic and thermal problems only, but in most cases when we deal

with liquid metal the hydrodynamic part of analysis can not be neglected. The

temperature distribution and chemical alloy composition are heavily influenced

by melt convective motion, therefore the knowledge of the flow characteristic

parameters allows optimizing the homogenization of the melt and improve the

quality of the end product. The experimental studies of these processes are usu-

ally limited or even impossible due to the complications with access to the area

of interest because of high temperatures and chemical hostility of the material.

Hence, the numerical modeling often is the only possibility to perform such kind

of investigations.

Fluid flow and transfer processes in industrial metallurgical installations have

become a subject of numerical modeling many years ago. Melting of alloys in

cylindrical induction crucible furnaces can be mentioned as a wide spread exam-

ple. This process can be approximated with two-dimensional (2D) model due

to its axial-symmetric geometry and averaged flow pattern in these installations,

which is formed by the influence of electromagnetic forces, usually comprises of

two or more toroidal dominating recirculating vortices. At the same time, to-

gether with prima facie simplicity, the high-Reynolds-number flow leads to tur-

bulence. That’s why, despite the axis-symmetric geometry, which allows using
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2D electromagnetic and thermal models, the hydrodynamic processes have three-

dimensional character and require 3D modeling. This fact, in the absence of a

universal and always reliable modeling approach and presence of wide choice of

non-universal turbulence schemes, turns it into a non-trivial problem up to now.

There are three main approaches to turbulence modeling:

• turbulent viscosity models, when only time-averaged flow is resolved, but

all turbulence scales are modeled;

• direct numerical simulation (DNS), when all scales down to dissipative ones

are resolved on extremely fine mesh and with appropriately small time-step;

• large eddy simulation (LES), when mesh size defines which scales are re-

solved and which are modeled.

The DNS scheme remains unusable for practical applications up to present day

because of significant requirements for computational resources. The mesh size

grows as Re2.25, which gives more than a billion nodes for typical industrial scale

flow with Re > 104. The computer memory needed to store only the main four

single precision variables exceed 150 GBytes, what may be is not completely un-

realistic, considering modern computational clusters capabilities, but certainly

is not cost-effective solution. Therefore, the choice should be done between two

other possibilities for industrial applications.

Flow patterns obtained with two-dimensional solvers based on Reynolds Averaged

Navier-Stokes (RANS) equations usually are in good agreement with estimated

and measured time-averaged flow velocity values. However, also the temperature

field and admixtures’ concentration is often object of interest. The spatial distri-

bution of the temperature and alloys compound concentration depends strongly

on the heat and mass exchange between vortices of mean flow. When only the

time-averaged flow is modeled, the heat flux in the direction normal to stream

lines is proportional to the material’s physical and additional turbulent thermal

conductivity. The same is valid for mass transfer due to diffusivity. Therefore,

the reliability of the simulation result is strongly connected with the adequate

modelling of the turbulent properties of the flow.
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Figure 1.1: Experimental induction

furnace installed in the Institut for

Electrotechnology Leibniz University of

Hanover

Our numerical investigations show

that two-equation turbulence models,

e.g. k-e and others based on Reynolds

Averaged Navier-Stokes (RANS), fail

to describe correctly the heat and

mass transfer processes between the

main vortices, when standard param-

eters set is used. The examination of

the roots of this failure reveals, that

the calculated turbulent quantities are

very different from expected ones, es-

pecially in the zone of vortices interac-

tion. After the expectations based on

the experimental data, there is a lot of

turbulent movement in this zone, while

discussed models predict very low tur-

bulence between the vortexes and rel-

atively high in the vortices’ centers.

However, these models could be adjusted for every kind of particular flow sit-

uation, but it is not always acceptable, especially, when experimental data are

not available for comparison. Hence, it is necessary to investigate advanced sim-

ulation methods for more generic and, therefore, flexible solutions.

Nowadays, due to the permanent growth of accessible high-power compu-

tational resources, it is possible to run more complicated transient and three-

dimensional (3D) numerical calculations of fluid dynamic problems using ad-

vanced turbulent models with higher time and mesh resolution requirements and

to get reliable results in reasonable time. The becoming more and more popular

LES model satisfies the flexibility and usability requirements set by industrial

applications. Main advantages of this approach come from the its main feature,

that the turbulent motion is replaced with sub-grid (turbulent) viscosity only for

the scales, which are smaller, than the mesh size. Therefore, it is possible to

resolve the fluid motion from the macroscale of dominating flow structures down

to the meso-/upper micro- scale, depending on the finite element volume or, in
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other words, available computational resources. This naturally includes effects of

non-isotropic turbulence, which are covered in RANS based models with set of

additional equations and model coefficients.

Present work is focused on the research of the recirculated flows, using nu-

merical tools as well as experimental investigations. Special attention is devoted

to the heat and mass transfer processes. Each chapter contains experimental and

numerical results obtained for the laboratory or industrial installation, where

recirculated flow has important influence on the process.

The objectives of this work are:

• Examine the possibilities of the modelling of the transfer processes using

available computational tools and resources. Most actual turbulence mod-

els have high demands for the mesh quality and computational resources

and this sets the limits of the model physical dimensions. Therefore, it is

important to investigate the applicability of this modelling technique to the

practical problems.

• Verify the modelling results for model induction furnaces using vollected

experimental data. The comparison of the measured and simulated velocity

and temperature distribution can be supplemented by the characteristics

of the flow oscillations, which can not be modeled with the RANS based

models.

• Examine the possibilities of the developed numerical simulation method for

modelling of practical applications, where large flow vortices are dominant

in transfer processes.

The theoretical background occupies first chapter. The modelling techniques

of liquid metal flows in induction furnaces are presented together with description

of numerical tools used for this calculations.

The second chapter shows what brings the transient simulation of oscillating

flow in terms of energy transfer on the example of crucible induction furnace.

Due to the specifics of this furnace, the heat exchange between recirculating flow

structures has determinative importance for achieving correct results. Compari-

son with the experimental data are also provided.
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The third chapter describes the widely used induction crucible furnace, which

has simple cylindrical geometry, and relatively trivial flow pattern The main

differences between the RANS and LES modeling outcomes is shown and accom-

plished by the results of experiments. The smooth pattern of RANS simulation

appears to hide beneath itself highly oscillating flow, where the symmetry can be

seen only after long-period time-averaging of transient results.

The induction furnace with cold crucible, which is described in the fourth

chapter, is more challenging for the numerical modeling due to presence of sev-

eral additional physical effects, like distinctive free surface deformation in elec-

tromagnetic field and solidification/melting interface inside the melt. Also, this

installation cannot be unconditionally considered as axis-symmetric, already from

the initial stage of electromagnetic modeling because of slit crucible wall. The

advantages brought by LES model, such as adequate estimation of mass and heat

transfer in recirculating flows, allow in perspective to simulate accurately the

composition changes of alloys during directional solidification process.
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2 Theoretical background and

properties of numerical modeling

of electromagnetically driven

liquid metal flows

2.1 Electromagnetic systems and their numeri-

cal modeling

The present work deals with liquid metals flows, which are driven mainly by elec-

tromagnetic forces. This kind of flows are often observed in various metallurgical

processes of different scale: from experimental centimeter-sized installations for

melting of high-purity alloys up to industrial furnaces with several meter in di-

ameter. They have in common that the melt moves in closed domain without

inlets and outlets and this domain has relatively stable form for considered period

of time. The energy is supplied to the system through the inductor, which usu-

ally has form of a coil with several turns, with an alternating harmonic electric

current: JI = J0sin(ωt) (Fig.2.1). The electromagnetic field is induced and it

spreads out accordingly to the Maxwell equations:

∇ ·E = 0 (2.1)

∇ ·B = 0 (2.2)

∇×E = −∂B
∂t

(2.3)

∇×B = µ0J + µ0ε0
∂E

∂t
(2.4)

It is considered, that there are no free electrical charges ρ in the domain.

6



2.1 Electromagnetic systems and their numerical modeling

Figure 2.1: Sketch of the axis-symmetric induction system.

Taking into account Ohm’s law,

J = σ(E + v ×B), (2.5)

this equation system can be reduced to two equations for B:

∇ ·B = 0 (2.6)

∇×∇×B = µ0σ(−∂B
∂t

+∇× v ×B) (2.7)

Since 2.2, it is possible to write

B = ∇×A, (2.8)

where A is vector-potential of the electromagnetic field. Therefore, the 2.3 can

be written as:

∇×E = −∇× ∂A

∂t
(2.9)

or, after integration:

E = −∂A
∂t
−∇ · Φ, (2.10)

7



2.1 Electromagnetic systems and their numerical modeling

where Φ is scalar potential. Putting together 2.8, 2.10 and 2.4 into 2.5 and

neglecting displacement currents we receive an equation for magnetic potentials:

∂A

∂t
=

1

µ0σ
∆A−∇Φ + v ×∇×A (2.11)

where the expression ∇×∇×A = ∇(∇A)−∆A and the fact that divergence

of vector potential is zero are used. Last term on the right side of 2.11 usually is

neglected due to its insignificance in the examined flow. Considerable magnetic

field penetrates into the melt only in the depth of skin layer, but in this region

the vector product of the v and ∇×A is very small, because both v and B are

parallel to the wall and to each other. Therefore, we can write:

∂A

∂t
=

1

µ0σ
∆A−∇Φ (2.12)

The mentioned skin layer depth shows how far magnetic field diffuse into the

conducting medium and it depends on the coefficient before the first term on the

right side of 2.12 and frequency of the oscillating electromagnetic field:

δ =

√
1

πfσµrµ0

. (2.13)

In the field of induction applications, this parameter may vary from several cen-

timeters (low-frequency currents and/or low-conducting materials) down to the

parts of millimeter (high-frequency currents and/or high-conducting materials).

The magnetic field density in the skin layer usually has values of order 10−1 T

and the current density of order 106 A/m2. The electric current induced in the

medium JB produces Joule heat and it’s interaction with magnetic field results

in Lorentz force:

Q =
J2
B

σ
(2.14)

FEM = JB ×B, (2.15)

The 2.15 is usually the main driving force of the conducting liquid motion and

also can be the force which is responsible for the deformation of the liquid domain.

Considering 2.4 the 2.15 can be rewritten as:

FEM =
1

µ0

(B∇)B −∇(
B2

2µ0

) (2.16)
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2.1 Electromagnetic systems and their numerical modeling

The terms on the right hand side are the rotational (driving) and pressure (de-

forming) parts of the Lorentz force correspondingly. The Lorentz force actually

is oscillating with double frequency of the external electromagnetic field, but for

the problems of induction stirring the time-average value can be taken if the fre-

quency of the external field f > 5 Hz (10; 11).

The free surface deformation under the second term of the 2.16 can be calculated

with help of following equation (12):

ρgz + γK +
B2

2µ0

= const, (2.17)

where first term on the left side represents hydrostatic pressure and K = 1/R1 +

1/R2 is equal to the curvature of the free surface.

The magnetic Reynolds number, which is defined as

Rem = µ0σvL, (2.18)

has usually value Rem < 1 in typical induction applications, therefore magnetic

field distribution in the melt has mainly diffusive character. This allows us to

neglect the fluid motion in electromagnetic calulcations.

When the system is axis-symmetric (what is common for induction crucible fur-

naces), the equation 2.12 can be solved with numerical methods in 2D cylindrical

coordinates. The task is simplified since vector A has only one component -

tangential, while Az = Ar = 0 and the ∇Φ is zero:

µσ
∂Aθ
∂t

=
1

r

∂

∂r
(r
∂Aθ
∂r

) +
∂2Aθ
∂z2

− Aθ
r2

(2.19)

The field values then are derived from 2.8:

Bz =
1

r

∂(rAθ)

∂r
(2.20)

Br = −∂Aθ
∂z

(2.21)

Also using 2.5 and 2.10:

Jθ = −σ∂Aθ
∂t

(2.22)
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2.2 Fluid flow features and actual turbulence models

Finally, the non-zero Lorentz force components:

Fz = −JθBr (2.23)

Fr = −JθBz (2.24)

In case of harmonic analysis the solution variable Aθ can be written = Arcos(ωt)−
Aisin(ωt). This is suitable for the description of quasi-stationary harmonic field,

when real (Ar) and imaginary (Ai) parts contain information about measurable

field at t = 0 and ωt = −π/2ω, respectively. Then we can write a system of two

equations for these time values:

− µσωAi =
1

r

∂

∂r
(r
∂Ar
∂r

) +
∂2Ar
∂z2

− Ar
r2

(2.25)

µσωAr =
1

r

∂

∂r
(r
∂Ai
∂r

) +
∂2Ai
∂z2

− Ai
r2

(2.26)

After applying boundary conditions Ar = Ai = 0 as r, z → ∞, r = 0 and Ai =

JI/σω,Ar = 0 in inductor area and solving this system 2.26 and 2.26 with finite

difference or finite element method we can obtain the vector potential distributon

at the orthogonal time moments.

The time-average magnitude of the Lorentz force and Joule heat can be obtained

from the results of the complex analysis as

F =
1

2
(JrBr + JiBi) (2.27)

Q =
J2
r + J2

i

2σ
(2.28)

These values appear then in the hydrodynamic and energy equations as source

terms.

2.2 Fluid flow features and actual turbulence

models

The fluid flow problem is defined by the laws of conservation of mass, momentum,

and energy. These laws are expressed in terms of partial differential equations.

10



2.2 Fluid flow features and actual turbulence models

Here they are in the form for an incompressible fluid with constant viscosity:

div v = 0 (2.29)

ρ
∂v

∂t
+ ρ(v∇)v = −∇p+ µ∆v + ρg + FEM (2.30)

∂q

∂t
+ div(vq) = λ∆T +Q (2.31)

where ~g - acceleration due to gravity, µ - dynamic viscosity, and λ - thermal

conductivity. The two last terms on the right hand side represent the forces,

which are responsible for the movement of the fluid. The density usually depends

on the temperature as ρ = ρ0(1− β(T − T0)), where β is the thermal expansion

coefficient and T0 some reference temperature. This particularly is true, when

the temperature deviation is small. Then, considering that ρ0~g is constant in the

whole domain the corresponding term in 2.30 becomes −ρ0~gβ(T − T0). This is

called buoyancy force.

The relation between the electromagnetic and buoyancy forces shows what kind

of convection is dominating. In the absence of the external forces important pa-

rameter is the dimensionless Grashof number, which illustrates the ratio between

buoyancy and viscous forces:

Gr =
ρ0gβ(T − T0)L3

µ
(2.32)

It has the order of magnitude about 1 · 104 in typical induction applications,

which is much lower than than critical value of 108, when the natural convection

becomes turbulent. The dimensionless Reynolds number is introduced to estimate

the ratio of inertial and viscous forces:

Re =
vLρ

µ
(2.33)

If inertial effects are great enough comparing to viscous effects, it means that the

value of Reynolds number is above 2000-3000, the flow is assumed to be turbulent.

Turbulence means that the velocity is fluctuating at every point of the flow field.

In this case, the instantaneous velocity can be expressed in terms of a mean value

and a fluctuating component:

vx = vx + v′x, (2.34)
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2.2 Fluid flow features and actual turbulence models

where vx is the mean component of velocity in x-direction, and v′x - fluctuating

component of velocity in x-direction. If this expression is used for the instanta-

neous velocity in the Navier-Stokes equations, the equations may be then time

averaged, but the time average of the fluctuating component is zero:

1

δt

∫ δt

0

v′xdt = 0

where δt is a time interval long enough for this expression to be true and short

enough so that transient effects do not affect this integration. After the substitu-

tion of equation (2.34) into the momentum equations (2.30), the time averaging

leads to additional terms like this:

σRx = − ∂

∂x
(ρv′xv

′
x)−

∂

∂y
(ρv′xv

′
y)−

∂

∂z
(ρv′xv

′
z) (2.35)

where σR - Reynolds stress term.

These terms are assumed to be equivalent of a viscous stress term with an un-

known coefficient, for example:

−ρv′xv′y = µt
∂vx
∂y

This approach to turbulence modeling allows to combine the diffusion terms in the

original equation (2.30) if the effective viscosity is defined as the sum of laminar

and turbulent viscosities:

µef = µ+ µt (2.36)

The solution of the turbulence problem provides an estimation of the turbulent

viscosity for Navier-Stokes equation.

There are developed several ways to model turbulent flow. The simplest case

is to set constant turbulent viscosity, which is much larger than the molecular

viscosity (25).

More advanced is the k-ε turbulence model which is the most widespread in

engineering applications and it has many modifications adapted for various flow

conditions (31). In the standard k-ε turbulence model the turbulent viscosity is

calculated with help of the following expression:

µt = Cµρ
k2

ε
(2.37)
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2.2 Fluid flow features and actual turbulence models

where k - turbulent kinetic energy,

ε - turbulent kinetic energy dissipation rate,

Cµ = 0.09

There are two differential transport equations for k and ε:

ρ
∂k

∂t
+ div(ρvk) = ∇

(µt
σk
∇k
)

+G− ρε (2.38)

ρ
∂ε

∂t
+ div(ρvε) = ∇

(µt
σε
∇ε
)

+ C1ε
ε

k
G− C2ερ

ε2

k
(2.39)

The three terms in the right side of equations are, correspondingly, the diffusion,

generation and dissipation terms, where G is responsible for the production of

kinetic energy of the turbulence:

G = µt

( ∂vi
∂xj

+
∂vj
∂xi

) ∂vi
∂xj

, (2.40)

and here are the semi-empirical coefficients that are used in these equations:

C1ε = 1.44, C2ε = 1.92, σk = 1.0, σε = 1.3

The solution of these turbulence equations allows to calculate the effective vis-

cosity and the effective thermal conductivity:

µef = µ+ Cµρ
k2

ε
(2.41)

λef = λ+
µtcp
σt

(2.42)

where cp is specific heat, but σt is a turbulent Prandtl number. The dimensionless

Prandtl number shows the ratio of impulse and heat dissipation. In laminar flows

its value is calculated with following expression:

Pr =
µcp
λ

(2.43)

The turbulent Prandtl number used in (2.42) has constant value which varies in

the standard model from 0.7 up to 1.0 depending on numerical realization.

There are developed several modifications of this basic model, which usually

differs in either the Cµ term or in the source term of the dissipation equation.

13



2.2 Fluid flow features and actual turbulence models

One of them is RNG model (38), where the expression for turbulent viscosity

(2.37) is replaced with differential equation:

d
( ρ2k
√
εµ

)
= 1.72

ν̂√
ν̂3 − 1 + Cν

dν̂ (2.44)

where ν̂ = µef/µ and Cν ≈ 100. In the case of high Reynolds number this

equation gives the same result as (2.37). The RNG model also provides an option

to account for the effects of rotation in the mean flow by modifying the turbulent

viscosity in the following form:

µt = µt0f(αs,Ω,
k

ε
),

where µt0 is the value of turbulent viscosity calculated from the (2.44), but Ω

and αs are the characteristic swirl numbers evaluated according to the particular

numerical realization.

These and several other features make the RNG model more accurate and

reliable for a wider class of flows than the standard k-ε model. That’s why there

was an attempt to use it in modeling of the melt flow in induction furnaces, when

standard model and some of its modifications failed to produce correct results.

Another widespread two-equation turbulence model is k-ω turbulence model (32),

which is based on transport equations for the turbulence kinetic energy k and the

specific dissipation rate ω, which is analogous to the ratio of ε to k. These

equations are similar to those of k-ε model. The coefficient α∗ is introduced,

which damps the turbulent viscosity causing a low-Reynolds-number correction:

α∗ = α∗∞

(
α∗0 + Ret/Rk

1 + Ret/Rk

)
(2.45)

where

Ret =
ρk

µω
, Rk = 6, α∗0 =

βi
3
, βi = 0.072. (2.46)

In the case of high-Reynolds-number flow α∗ becomes 1.

The combination of k-ω model in the inner part boundary layer and k-ε model in

the outer part is called shear-stress transport (SST) k-ω model. The latter one

also includes modified turbulent viscosity formulation to account for the transport

effects of the principal turbulent shear stress. Other modifications include the
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2.2 Fluid flow features and actual turbulence models

addition of a cross-diffusion term in the ω equation and a blending function to

ensure that the model equations behave appropriately in both the near-wall and

far-field zones.

All these two-equations turbulence models belong to one class, which is based

on RANS approach, and, therefore, have some common advantages and disad-

vantages when applied in the field of induction furnaces. Their positive side are

the good prediction of the flow pattern even on relatively coarse meshes and short

time required for achieving steady-state solution. On the other side, because of

Reynolds time-averaged equations, they all include assumptions about isotropy

of the turbulence and stability of the flow (at least when boundary conditions are

time-constant). Our experience shows, that these two latter statements are not

always applicable, particularly in the case of rotating flows which are formed in

induction furnaces.

2.2.1 Large Eddy Simulation

Large eddy simulation (LES) is actually one of the most promising approaches

for the simulation of complex turbulent flows (1). The main idea is that only

small turbulent eddies are modeled, usually their size is less than grid resolution;

but large flow formations are resolved directly (Fig. 2.2). This is based on consid-

eration, that only large scales are dependent on the flow conditions like domain

geometry and external forces, but the small scales tend to be more universal and

isotropic.

Considering the same incompressible viscous fluid driven by electromagnetic

forces ~f we can write again Navier-Stokes equation:

ρ
∂v

∂t
+ ρ(v∇)v = −∇p+ µ∆v + F (2.47)

∇v = 0 (2.48)

LES models compute spatial averages of the velocity and pressure with help of a

space filter in order to separate the directly resolved large scale motion from the

modeled small scales. For example, here are three most commonly used filters (δ

represents averaging radius):
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2.2 Fluid flow features and actual turbulence models

• Top hat or box:

gδ(x) = {
1
δ

if ‖ x ‖≤ δ/2
0 if ‖ x ‖> δ/2

; (2.49)

• Gaussian:

gδ(x) =
(γ
π

) 3
2 · 1

δ3
· exp

(
− γ ‖ x ‖

2

δ2

)
, where γ > 0 (often γ = 6); (2.50)

• Spectral or sharp cutoff:

gδ(x) =
sin(kc ‖ x ‖)
kc ‖ x ‖

, where kc = π/δ. (2.51)

The spatial averaging operator is defined by convolution:

v(x, t) =

∫
Rd

gδ(x− x′)v(x′, t)dx′. (2.52)

Applying this operator to the Navier-Stokes equations gives the set of space-

filtered Navier-Stokes equations:

ρ
∂v

∂t
+ ρ∇ · (vv) = −∇p+ µ∆v + f (2.53)

∇v = 0 (2.54)

Figure 2.2: Schematic view of the different flow scales
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2.2 Fluid flow features and actual turbulence models

However, this approach doesn’t eliminate the closure problem connected with

unknown stress tensor vv 6= v · v, like it was in case of Reynolds averaged

equations. Therefore, usually perform the decomposition v = v + v′ of the

nonlinear term:

vv = (v + v′)(v + v′) = v · v + vv′ + v′v + v′v′. (2.55)

The first term on the right side often is called ’resolved scales’, second and third

terms, ’cross terms’, describe the interaction of large and small eddies, and last

’subgrid scale’ term represents influence of the interaction of small eddies on the

mean flow. The correct estimation of the subgrid scale stress τij ≡ ρvivj − ρvivj
is the aim of subgrid turbulence models. Most of them take following equation

as the base:

τij −
1

3
τkkδij = −2µtSij (2.56)

where µt is subgrid viscosity and Sij is the rate-of-strain tensor for the resolved

scale:

Sij ≡
1

2

(
∂vi
∂xj

+
∂vj
∂xi

)
(2.57)

One of subgrid viscosity models is popular Smagorinsky model (13), which is well

known for its simplicity and good stability:

µt = ρL2
s

∣∣S∣∣ (2.58)

where
∣∣S∣∣ ≡√2SijSij and Ls is the mixing length for subgrid scales:

Ls = min (κd, Csδ) (2.59)

where Cs is a constant with order of magnitude 10−1, k - Karman constant (usu-

ally is taken as 0.4) and d is the distance to the closest wall.

The subgrid turbulent viscosity is analogous to the turbulent viscosity of RANS

modeling approaches. The main difference is that now all dependent variables

are spatially filtered, but not time-averaged as they are in case of Reynolds av-

eraged modeling. Like in k-ε , the subgrid turbulence in LES is assumed to be

isotropic. But, it is less erroneous accordingly to the turbulent motion, which

scale is smaller than the computational cell size.
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2.2 Fluid flow features and actual turbulence models

LES model was initially developed for atmospheric calculations, where precise

description of boundary conditions does not play significant role. As result, the

near-wall flows was not the strongest side of LES since model’s creation. It

is believed, that local mesh refining close to the solid boundaries improves the

agreement with observations. Such hope arises from the one of the main sub-

grid modeling properties, which states, that with increasing of the grid’s spatial

resolution the results converge to those of direct numerical simulation (DNS).

Another expectation is, that decrease of computational cells’ sizes would also de-

crease the subgrid transport comparing to the molecular one. But, it turns out,

that significant mesh refinement does not eliminate the influence of small scale

eddies on the large scale fluid motion (16). Additional functions are often supple-

mented in order to damp the subgrid scale transport in the regions, where mesh

is fine enough (e.g. near walls) and flow can be reasonably well resolved directly.

Sometimes the same damping effect is reached with dynamic subgrid models, e.g.

introducing a damping constant by the Smagorinsky constant Cs. For example,

the Van Driest damping function modifies the mixing length in following way:

Ls = Csδ(1− exp(−y+/A+)), (2.60)

where y+ is non-dimensional distance to the wall and A+ is a Van Driest constant.

In another, so called, ’K-closure’ approach the eddy diffusivity is related to the

subgrid kinetic energy (14). The dissipation rate, which enters into energy trans-

port equation, is calculated taking into account the distance from the solid bound-

ary. This approach limits the growth of subgrid eddy viscosity in the near-wall

regions.

Like for two-equation RANS models there is also the RNG modification for

the subgrid viscosity modeling (39). The expression of the effective viscosity

µeff = µ+ µt becomes:

µeff = µ [1 +H(x)]1/3 (2.61)

H(x) is a Heaviside function:

H(x) =

{
x, x > 0
0, x ≤ 0

(2.62)
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2.3 Energy balance in turbulent flows

where

x =
µ2
sµeff

µ3
− C, (2.63)

µs = (CrngV
1/3)2

√
2SijSij. (2.64)

The constants are estimated as Crng = 0.157 and C = 100. The µeff tends to the

value of Smagorinsky model in the highly turbulent regions and to the molecular

viscosity in transitional flows and near-wall region.

Another modern approach is the Detached Eddy Simulation (DES) (33), which

applies one- or two-equation RANS turbulence model inside the near wall region

and LES outside.

2.3 Energy balance in turbulent flows

The energy equation for the single-phase flow has the following form:

∂

∂t
(ρE) +∇ · (v(ρE + p)) = ∇ ·

(
λeff∇T + (τ eff · v)

)
+Q, (2.65)

where

E = h− p

ρ
+
v2

2
(2.66)

and λeff is the effective conductivity (λ + λt - material and turbulent thermal

conductivities). The enthalpy h in incompressible flow is

h =

∫ T

Tref

cp dT +
p

ρ
(2.67)

The latter term Q in (2.65) is the density of external heat sources, which in our

case will be the Joule heat (2.14).

Turbulent motion of the fluid greatly increases energy transfer in the direction

normal to the streamlines. Correct estimation of this contribution is vital for the

final results of the temperature distribution. The estimation of it’s quantitative

value is closely correlated with the estimation of the turbulence intensity - main

task of any turbulence model. The effective thermal conductivity λeff as was

shown in (2.42) directly depends on turbulent viscosity and turbulent Prandtl
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2.3 Energy balance in turbulent flows

number Prt in case of k-ε turbulence model. While the turbulent viscosity distri-

bution is the product of turbulence modeling, the Prt is a user-defined constant.

The widely used value of it vary between 0.7 and 1. There is an analytical expres-

sions for estimating turbulent Prandtl number, which involve eddy diffusivities

for momentum transfer εM and heat transfer εH :

Prt =
εM

εH

. (2.68)

These momentums are defined basing on eddy diffusivity concept:

u′v′ = −εM
(∂u
∂y

)
, (2.69)

T ′v′ = −εH
(∂T
∂y

)
. (2.70)

Considering, that usually turbulent viscosity is several times higher than molecu-

lar one, the value of this dimensionless number has important influence on result-

ing effective thermal conductivity and, therefore, on heat transfer and tempera-

ture distribution predicted by k-ε turbulence model. However, it is thought, that

in three-dimensional or/and recirculating flows the concept of eddy diffusivity

looses it’s usefulness, therefore restricting the application of turbulent Prandtl

number to the two-dimensional boundary layers (17). But even there it’s mean-

ing is significantly reduced when liquid metals become the subject of modeling.

The relatively high molecular thermal conductivity of metals makes the influence

of Prt choice negligible and it can be taken as unity.

The LES implements the same approach for modeling of effective thermal con-

ductivity, but the advantage is that the sub-grid viscosity, which replaces the

turbulent viscosity, is much smaller and, hence, the value of Prt has less influ-

ence on modeling results. Additionally, due to the transient modeling approach

the main contribution to the heat exchange is resolved directly as convective en-

ergy transfer. The finer becomes the mesh, the less remains the part of the heat

conduction by molecular viscosity and subgrid turbulence.

The same rules apply for the transport of the scalar quantities in the flow, such

as alloy additieves, if we consider them fine enough, that they do not influence

the flow pattern and move along streamlines (inertia of the particles is sufficiently

small).
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3 Specifics of melt flow and heat

transfer in crucible induction

furnace

3.1 Crucible induction furnaces

The typical crucible induction furnace (CIF) is built of two cylindrical cylindrical

vessel where the one with larger diameter is placed on the top of the smaller

one (Fig. 3.1). The bottom part (also called inductor-crucible or inductor) is

surrounded by the inductor coil which has several turns. Such geometry allows

to operate with significantly bigger melt volumes without increasing the diameter

of the inductor. It is used either as a melting furnace, as a holding furnace or as

a casting furnace. This furnace is operated by electrical power in the range from

the default electric network frequency up to several hundreds of Hertz. It depends

on the requirements for the efficient heating and stirring for most metals. The

main desired feature of these furnaces is the keeping melt in the upper vessel at

the temperature high enough for casting and simultaneously preventing the melt

overheating in the lower (inductor) part in order to extend the operational time.

Therefore, the sufficient heat transfer between these two parts is very important.

Main parameters which influence the temperature homogenization are:

• the geometry of the interface between the inductor and the bath (flange

area): the larger the opening the better is heat exchange, but also the

mechanical construction becomes more complex.

• the intensity of the electromagnetic stirring in the inductor: higher stirring

should pump more hot melt into the bath, but also it erodes the ceramic

lining in the inductor, therefore decreasing the operational life.
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3.1 Crucible induction furnaces

Figure 3.1: Sketch of the crucible inductor furnace (CIF).

• heat losses through the bath walls and from the free surface of the melt: this

depends on the materials used for isolation and wall thickness, which again

should be in balance with mechanical constraints. The heat flux from/to

the surface could be either radiation (the higher temperature - the higher

losses) or process specific.

Considering high assembling and operational costs for such kind of devices the

numerical modeling is an important assistance for the successful development and

operation of the crucible induction furnaces.

3.1.1 Overview of the research on induction furnaces

The former experimental and numerical studies of this class of induction furnaces

have been mainly concentrated on the simple geometry with only one cylindrical

volume - inductor crucible furnace (ICF), whch will be main topic of the next
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3.1 Crucible induction furnaces

chapter of the present work. These measurements of the velocities and turbu-

lence of the electromagnetically stirred flow have been performed with various

methods. Between them are: optical, when the surface photographs are taken

under stroboscopic lighting (18) or when the laser Doppler anemometry is used

in molten salts (46); thermal, when the thermal wake behind a hot-film probe

is tracked (19; 27; 63), electrical, when the potential induced by the melt flow

is measured with the permanent magnet probe (20; 29) and ultrasonic, when

Doppler velocimetry method is used (21). These measurments deliver the infor-

mation that the flow is not stable with developed turbulence. However, none of

them could provide the visualization of the instantaneous flow pattern at different

times, because the velocities were measured either at one point, on the surface

or along the line profile. Therefore, the only global picture of the flow that could

be obtained with existing measurement methods is the time-averaged velocity

distribution.

First modelling attempts had analytical character due to the obvious reasons (22;

23; 24). These mathemathical formulations allowed to investigate and predict the

main energetical correlations between the external current strength and frequency

and the resulting melt motion and thermal regime.

The numerical modeling of the electromagnetically forced flow in the cylindrical

volumes has been performed since several decades, but mainly oriented on achiev-

ing the time-averaged velocity distribution. Initially these calculations were based

on the finite difference methods (25; 26; 43) and already provided good agreement

with the experiment. The definition of the turbulent viscosity was often chosen

accordingly to the problem conditions and represented either a constant value

throughout of the computational domain or a simple function of the coordinates.

Such approaches innevitably assume that the flow has homogenous turbulence

distribution, which can be probably true only in the low-frequency electromag-

netic fields. The development of the turbulence modeling, e.g. appearance of the

k-ε model, allowed to perform the numerical studies of more general character,

when the wide range of operational conditions and geometries could be modeled

with the same set of model contstants (27; 28). The obtained velocity profiles had

very good coincidence with the measured ones. Also the turbluent quantities and

their distribution were compared with the oscillations observed in the laboratory
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3.2 Experimental results

installations, but they usually gave only reasonable agreement. The extensions of

the turbulence models, developed for the particular set-ups, could provide better

results in terms of heat and mass transfer accordingly to the experimental ob-

servations (49). Also it was reported that the k − ω model appears to be more

precise than k-ε model in case of recirculated and separated flows (29; 30).

Usually, since the development of the first analytical models, the hydrodynamic

and electromagnetic calculations were uncoupled from each other, i.e. it was as-

sumed that the flow does not influence the electromagnetic field. Therefore, it was

possible to calculate the Lorentz forces and Joule heat only once and use them as

source terms for fluid flow modeling. However, in some cases such coupling was

necessary, especially when the deformation of the free melt surface became the

object of the interest for the transient simulation (44; 45).

More advanced computations were performed during the last decade reflecting the

increased computational capabilities. They were based on the unsteady RANS

with Reynolds-Stress (7) turbulence model and Large Eddy Simulation (8; 10).

One common and important advantages of these models is the possibility to

model the anisotropy of the turbulence, which is actual for the modeling of the

recirculated flows. However, the payment for this is the need for transient three-

dimensional calculations and, hence, the increased time requirements.

3.2 Experimental results

The series of measurements were performed in the Institute of Electrotechnology

(former Institute of Electroheat) Leibniz University of Hanover at the millennium

break. They determined the velocity pattern in model CIF and, also the temper-

ature distribution for the set of operational parameters including external current

strength and frequency. Additionaly the influence of the furnace tilt angle was

studied.

Due to the inapplicability of the industrial melts, like steel, for the experimental

investigations, these measurements were performed with Wood’s metal. It is an

fusible alloy which consists of 50% Bismuth, 25% Lead, 12,5% Tin and 12,5%

Cadmium. Due to it’s high electrical conductivity and low viscosity it is widely

used as a prototype melt for MHD experiments (2; 3; 4; 5). The main physical
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Table 3.1: Physical properties of Wood’s metal and steel

Wood-Metal Steel

Density, [103 kg/m3] 9.4 (85◦C) 6.8 (1700◦C)

Melting temperature, [◦C] 74 1500

Electrical conductivity, [106 1/mΩ] 1 (80◦C) 0.72 (1535◦C)

Dynamic viscosity, [10−3 Ns/m2] 4.2 (85◦C) 1.2 (1600◦C)

Thermal conductivity, [W/mK] 18.8 (85◦C) 33 (1600◦C)

Specific heat, [Ws/kgK] 168 (85◦C) 775 (1500◦C)

properties in comparison with those of typical steel are provided in the Table 3.1.

As it can be seen, the main advantage of this alloy is it’s low melting temper-

ature of about 74◦C. The operational range from 80 up to 150◦C allows using

simplified measurement devices and carrying out prolonged measurements. The

characteristic numbers of the Wood’s metal flow in model furnace and steel flow

in industrial-sized installation are provided in the Table 3.2.

Relatively low operating temperature gives the possibility to use measurement

devices with permanent magnet sensors. The Vives probe (10) was used in this

case. This sensor is based the Faraday’s law: the electromotive force is induced

when conductive medium moves through the magnetic field:

~E = −(~v × ~B) (3.1)

It consists of permanent magnet and four electrodes (Fig. 3.2). Melt flowing be-

tween the electrodes creates the potential difference, which can be measured and

converted to velocity values using calibration curve. Hence, two perpendicular

components of the velocity can be determined simultaneously. Also, this veloc-

ity measurement method has relatively low time-constant and, therefore, allows

to recognize velocity pulsations, which exist in turbulent flows. The maximum

frequency of detectable oscillations depends on the signal/noise ratio, and, due
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Table 3.2: Characteristic numbers for model and industrial furnaces

Wood-Metal Steel

Crucible radius, [m] 0.085 0.53

Characteristic velocity, [m/s] 0.35 1

Reynolds number 6.7×104 3×106

Prandtl number 0.038 0.028

Magnetic Reynolds number 0.037 0.48

Figure 3.2: Sketch of the measurement probe.
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to the relatively low voltage read from the electrodes (1− 20 µV), it was limited

to about 20 Hz. One minute long measurement is typically required to obtain

reliable time-average of the velocity magnitude in the given point.

The calibration of such sensors usually is performed in rotating channel. With

known flow velocity values and corresponding voltage measured on electrodes one

can derive the coefficient of the proportionality, which in our case was of order

5 m
mV ·s . It should be mentioned, that due to the finite dimensions of the sensor it-

self and extremely low signal’s voltage, reliable velocity measurements start from

about 5 cm/s (Fig. 3.2).

The Figure 3.4 shows the geometry of the model furnace as well as measured time-

average velocity distribution. The 10-turn coil is located around the bottom part

Figure 3.3: Relative deviation in velocity measurements depending on velocity

magnitude (35).

of the crucible. There can be seen that flow is highly intensive in that region and

almost insignificant in the bath area. The two toroidal vortices located in the

inductor and driven by the electromagnetic field influence are typical for such

kind of installations. However, analysis of transient measurement data revealed
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3.2 Experimental results

that there are quite intensive velocity oscillations all over the inductor volume.

Especially pronounced these oscillations are for the axial component of the veloc-

ity in the zone between the main vortices of the averaged flow (Fig. 3.5). This is

the zone where the time-average axial velocity itself tends to zero vz → 0, but it’s

oscillating part has maximal value across the whole crucible v′2 → max. The

amplitude of the oscillations is about 30 cm/s and this value is in the same order

of magnitude as the maximum time-averaged velocity (measured on the axis), so

the influence of this phenomenon on the heat and mass exchange processes has to

be taken into account. Auto-correlation analysis shows that the long-time period

in this case is about 3.5 seconds. We can imagine that the heat transfer is realized

by the melt moving between the lower and upper region. The melt from the lower

region flows into the upper region to be cooled down there, then the melt moves

back to be heated up again. The temperatures inside the melt were measured

with the NiCr-Ni thermocouple. These measurements are necessary in order to

determine the dependency of the temperature distribution on total operational

power and frequency. It is possible in this way to estimate the maximal inductor

power, which is safe to apply without overheating of the melt. This experience

can be later interpolated to the industrial-sized furnaces. Taking into account

the relatively short response time of the thermocouple (≈ 140 ms) it was also

possible to record temperature oscillations.

Measured temperature distribution is displayed on the Fig. 3.6 together with

main energetic in- and outflow. The thermal boundary conditions included the

water-cooling of the side wall of the bath and natural convection from the melt

surface. Due to the low temperature the radiation losses are of order several

watts and, therefore, can be neglected. The measurements show that the thermal

field in the inductor is very well homogenized by the intensive electro-magnetic

stirring. At the same time, the isotherms in the bath reflect the dominance of the

conductive heat transfer over the convective, because of the small flow velocities

of the melt.

Combining the results of both velocity and temperature measurements it becomes

possible to calculate approximately the amount of heat, which can be transferred

by the low-frequency oscillations mechanism. It can be estimated by the melt

movement through the virtual border between eddies in a unit of time. If we
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3.2 Experimental results

Figure 3.4: Dimensions of the experimental crucible induction furnace (axis-

symmetric) and measured time-averaged velocity distribution (f = 482 Hz, I =

1908 A).

Figure 3.5: Distribution of the specific kinetic energy of the oscillations in the

inductor volume obtained form the measurement data (f = 482 Hz, I = 1908 A).
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3.2 Experimental results

Figure 3.6: Temperature distribution measured in the experimental crucible in-

duction furnace (axis-symmetric).
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3.3 Application of k-ε model

suggest that the heat brought in this way to the upper vertex region efficiently

dissipates in the colder flow due to the intensive turbulence, then the heat flux Φ

throug the cross-section S can be described by the moving mass of the fluid, the

average temperature difference δT between the lower and upper region and the

specific heat cp:

Φ =
cpmδT

t
S

The mass flow can be calculated considering the intensity of the axial velocity

oscillations, which changes in radial direction, where near the symmetry axis the

oscillations are significant smaller. The result of this estimation is a total heat

flux of about 9,5 kW between the lower and upper flow eddy. This estimation is

in good agreement with the numerically calculated and experimentally measured

induced power in the lower eddy of about 10 kW. Taken into account, that heat

losses through the crucible wall are insignificant the described transfer mechanism

plays the main role in heat exchange processes between the averaged flow regions.

An effective thermal conductivity can be derived from the calculated heat flux

and temperature gradient:

λeff =
δΦ

δS
× δz

δT

The effective thermal conductivity can be described by the sum of the turbulent

conductivity λt, the molecular conductivity λ and the conductivity provided by

low-frequency oscillations λlf :

λeff = λ+ λt + λlf

It is noticeable, that λlf is of order 103 which is significantly higher than the

molecular conductivity of the melt material.

3.3 Application of k-ε model

The melt flow in induction furnaces was many times simulated numerically with

the help of the k − ε and similar two-parameter turbulence models, which are

widely used for various engineering applications. These calculations usually pro-

duce good results for the averaged velocities, but as it will be shown below, that

the calculated temperature distribution can be different from the experimental
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3.3 Application of k-ε model

results, especially when flows have rotational structure.

The numerical mesh for 2D calculations consisted of 105 elements, 35500 of them

in the inductor. This corresponds to the average spacing of 1 mm with total

volume of 0.08 m3. The mesh was refined at the inductor wall two times with

coefficient 1.5, so the width of the first element became 1/4 mm. This is con-

sidered to be enough to capture Lorentz force gradients at the wall and also to

model correctly the boundary flow. All solid boundaries were defined with stan-

dard no-slip velocity condition, only the free surface on the top of the bath was

set with zero shear stress. The thermal boundary conditions were adjusted to

the experimental with the convection scheme accordingly to the cooling water

temperature. The effective convection coefficient was estimated from measured

heat losses. The convergence of the thermal solution was additionally checked

with total heat balance between the energy generated by Joule heat sources and

integral heat flux through the domain walls.

The Fig. 3.7 (left) shows velocity distribution calculated with 2D steady-state

standard k-ε model. The pattern of the simulated flow coincides with the mea-

sured in the model furnace (Fig. 3.4)very well. Two intensive toroidal vortices

are located in the inductor and slow melt motion in the bath as it was observed

in the experiment. The comparison of the velocity profiles on the symmetry axis

(r = 0), Fig. 3.8 show that the lower vortex is modeled quite good in terms of

time-average size and velocity values. The agreement between the calculated and

measured velocities in the upper vortex is not so good. Here can be seen that the

Renormalization group (RNG) modification of the k-ε models performs better,

however the dimensions of the upper vortex are overestimated. Also the velocities

on the axis in the bath are predicted more precise than in case of the standard

model.

The temperature distribution predicted with the 2D k-ε model (Fig. 3.7 right)

significantly differs from the measured one (Fig. 3.6). The pattern already looks

different and we can see sharp temperature gradient between the vortices, which

does not exist in the plot of experimental data. The temperature value changes

rapidly in the axial direction at the half height of the inductor - where the max-

imum of the external Lorentz forces is located. If we compare the temperature

profiles (Fig. 3.9 and 3.10) taken on the symmetry axis and at the half-radius
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3.3 Application of k-ε model

Figure 3.7: Velocity [m/s] and temperature [oC] distribution calculated with the

standard k-ε turbulence model.

Figure 3.8: Comparison of the velocity profiles [m/s] measured and calculated

with the standard and RNG k-ε models.
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3.3 Application of k-ε model

distance from the wall make it clear that heat transfer from one vortex of the

averaged flow to another is not modeled correctly as it is happening in the real

furnace. It is shown that there are almost no temperature difference along the

symmetry axis in the inductor and a slight decay in the axial direction at the

half-radius position. The RANS models, however, predict from 10 to 15oC and

from 15 to 20oC temperature step correspondingly. The results of the RNG model

have less steep temperature curve comparing to the standard k-ε model, but it is

nevertheless in worse agreement with experiment as the velocity profile discussed

above. The difference between the overall level of the temperatures appears be-

cause of the adjustment of the heat transfer coefficient at the bath side-wall

(where the maximum heat losses take place) to the experimental data. Therefore

we have comparable temperatures at that boundary but extremely high temper-

ature values in the inductor due to the under-predicted heat exchange efficiency.

Obviously it is because of lack of the transport mechanism which would provide

energy transfer from one vortex to another. The convective heat exchange is in-

significant because the streamlines are looped inside one vertex. The modeling

of the turbulent heat transfer relies on the turbulent thermal conductivity, which

directly depends on the predicted turbulence intensity values and is proportional

to the turbulent viscosity (2.42). But, as it is shown on the figure with modeled

turbulent kinetic energy distribution (Fig. 3.11 left), the zone between the vor-

tices is supposed by the k-ε model to be less turbulent than other areas of the flow.

The maximums of the turbulence kinetic energy in the centers of the vortices arise

from the velocity-gradient-based generation term in the k equation (2.40) and due

to the looped character of the flow produced energy does not spread throughout

the whole volume. As a result the zone between the vortices, where the velocities

and their gradients are rather small, lacks of the turbulent energy, which is neither

produced nor brought there. Consequently (2.37), the turbulent viscosity distri-

bution (Fig. 3.11 right) also has minimum in this area and the turbulent heat

transfer does not contribute to the energy exchange between the vortices. The

low-frequency oscillations, which are observed in the experiment and are thougt

to be responsible for the heat and mass exchange between the vortices, could not

be simulated with the two-parameter turbulence models because all flow fluctua-

tions are modeled inside the turbulent kinetic energy term. The evaluation of this
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3.3 Application of k-ε model

term based on the local velocity gradients allows to take into account mainly the

high frequency small scale velocity perturbations, which are isotropic and are not

significantly influenced by the large flow structures. Therefore, the magnitude

of the
√
v′2z , which plays main role in the low-frequency transport mechanism

between the considered rotating flow formations, is practically equal to zero in

case of RANS modeling.

The question may rise, why the solution of the energy equation produces unac-

ceptable results and at the same time the results of the momentum equation are

in the good agreement with the measurement? On the first sight the delivered by

the turbulence model values of the turbulent viscosity and thermal conductivity

are proportional and momentum transfer should be as well erroneous as the heat

exchange. The answer is that such different behavior is spotted because of the

different character of the boundary conditions for these both equations. The heat

losses in the bath due to the water-cooling of the side-wall make the heat flow

from the lower vortex to the upper one crucial for the total temperature distri-

bution. But the momentum boundaries are in principle analogous for the both

vortices and the latter ones could be considered as two independent structures

(although they are not, as it will be shown further) without making too big mis-

take.

Since the effective thermal conductivity λeff = λ + cpµt/Prt (where Prt is the

turbulent Prandtl number and µt is turbulent viscosity) directly depends on the

turbulent viscosity, this leads to the underestimation of the heat transfer between

the eddies. At the same time, the analysis of the experimental results of the

ICF reveals that the maximum level of the low-frequency pulsations is located

at half-height of the inductor (between the main vortices). Therefore the most

intensive mixing should take place in this zone. But the k − ε equations are un-

able to describe low-frequency pulsations, which arise due to the large scale flow

dynamics. Furthermore, the discussed k − ε model is based on the hypothesis

of isotropic turbulence, but experiments show, that significant anisotropy takes

place not only close to the crucible walls, where axial oscillations are dominating,

but also at the symmetry axis, where radial oscillations are prevalent. Relative

isotropy can be observed only in the centers of large vortices. The Reynolds stress

model could be applied in order to take into account local flow anisotropy, but
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3.3 Application of k-ε model

Figure 3.9: Comparison of the temperature profiles [oC] along the symmetry axis

measured and calculated with the standard and RNG k-ε models.

Figure 3.10: Comparison of the temperature profiles [oC] at R/2 measured and

calculated with the standard and RNG k-ε models.
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3.4 Application of LES model

Figure 3.11: Turbulent kinetic energy (left) [m2/s2] and effective viscosity (right)

[kg/m·s] distribution calculated with the standard k-ε model.

at the cost of additional equations to be solved. The unsteady modification of

this approach (URANS) allows to perform transient investigations of the flow (7),

however the turbulence modeling still has mainly empirical character.

3.4 Application of LES model

The main requirements of the LES modeling are the transient calculations and

relatively high mesh resolution. Together it makes these method quite time-

consuming. But, if we consider permanently growing computational power avail-

able to end-user, it is becoming more and more accessible for the practical appli-

cations. The mesh for the model of CIF consisted of 3.9 ·106 hexahedral elements,

about 1/3 of them in the inductor. The mesh density was varied between regions

in order to reduce the computational time. The typical size of the element edge

in the inductor was about 1.8 mm and in the bath - 2.9 mm. The time-step of the

transient simulation was chosen accordingly to the Courant number Cr = v·δt/δx,

which recommended value should be below 1. In the case of δt = 0.005 used in the

described simulation the Cr ≈ 1.05. Another criteria is the characteristic lentgth
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3.4 Application of LES model

which corresponds to the border between the inertial and dissipation scales of

turbulence. It can be estimated as lD = 60η, where

η =
L

Re
3
4

. (3.2)

Taking the Reynolds number Re = 5 · 104 and the largest scale of the flow struc-

ture L = 0.085 m we become lD = 1.5·10−3 m. Hence, the mesh in the inductor is

adequate to the both conditions. The same number for the bath region is of order

lD ≈ 18 mm due to the significantly slower melt motion and therefore reduced

Reynolds number.

Definition of the starting conditions is another important question which appears

for LES calculations due to their transient nature. The variant with the zero ve-

locity field and uniform temperature distribution corresponds to the real situation

in the experiment. But the real time required to achieve quasi-stable (with not

changing time-average picture during several turnover times of the main vortices)

solution may be too long because it includes prolonged transformation of the sys-

tem from homogeneous fields to the operational state. Especially this relates to

the temperature field, which is strongly influenced by the processes taking place

in the bath. If velocities in the inductor converge relatively fast, the melt flow in

the larger bath zone and with smaller velocity values needs more time to come to

the established state. But this slow flow driven by the inertia and buoyancy plays

important role in the energy transfer. The other mean of the heat flux here is the

molecular thermal conductivity. The corresponding Péclet number is about 500,

hence, the flow pattern can not be assumed as negligible. Therefore, the solution

of the steady-state calculations with RANS model may be more preferable as a

starting condition for LES simulation. The velocity distribution predicted with

k-ε model usually is in good agreement with the measured time-average data. So,

using this as initial field allows us to save significant amount of the computational

time. The calculations now should last enough time to achieve the stable thermal

field. This process is taking less time in this case, since the velocity pattern in the

bath, which is responsible for the convective energy transfer, is already initiated.

Otherwise it would take long time to simulate process of momentum transfer from

electromagnetically-driven vortices in the inductor to the inertia-driven flow in
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3.4 Application of LES model

Figure 3.12: Example of intermediate velocity field [m/s] calculated with the

Smagorinsky LES model.

the bath.

The time constant can be introduced, which would characterize the time required

for a system to achieve the stable state. It will certainly depend on the charac-

teristic velocity or on the turnover time of the largest vortices, since they play

the main role in heat and mass distribution in the recirculated flows with large

Péclet number. It can be stated that 3 or 4 turnover times are necessary to be-

come the time-average solution for the transient flow. In our case these times are

quite different for the two regions: bath and inductor. While in the inductor one

vortex makes a turn in about 2 seconds, the same action in the bath takes about

30 seconds. This makes the LES calculations of the CIF very time consuming,

but, due to the specific geometry of this furnace, the steady-state calculations

usually are not able to provide reliable results for temperature distribution.

The Fig. 3.12 shows intermediate velocity distribution during LES calculations.

The structure of the main flow vortices is not clearly outlined, but the pattern

contains several smaller vortices of different size instead. Observing the movie

made from consequent images it can be seen how vortices created in the inductor
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3.4 Application of LES model

Figure 3.13: Time-averaged velocity field [m/s] calculated with the Smagorinsky

LES model (total simulated time 140 seconds).

move up in to the bath, therefore initiating melt movement in there. This pro-

cess transfers not only momentum, but also provides effective energy transport

mechanism. Due to the spatial and temporal dimensions of these vortices, they

can not be modeled with the RANS turbulence models.

However, the time-averaged velocity distribution shown on the Fig. 3.13 resem-

bles the results of the k-ε simulation (Fig. 3.7). The flow pattern is symmetric

with two toroidal vortices and the velocity profile on the axis follows the experi-

mental curve (Fig. 3.14), although the values are slightly smaller than measured

ones. The reason may be the three-dimensional character of the simulated flow.

The examining of the results of the simulation reveal the presence of the tangen-

tial flow with magnitude about 5 cm/s. This should not exist in the completely

symmetric system, and it is thought that it will decrease if the time-averaging

period is prolonged. Than the magnitude of this component would append to the

axial velocity value. Also, it can be noticed that LES predict the time-averaged

velocities more accurately than the k-ε models (Fig. 3.8).

The profile from the intermediate velocity field is also shown on the Fig. 3.14.
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3.4 Application of LES model

Figure 3.14: Comparison of the velocity profiles [m/s] at symmetry axis measured

and calculated with the Smagorinsky LES model.

There can be seen how the two-vortex structure is perturbed by local flow oscilla-

tions. Should be noted, that while in the inductor these perturbations have size

comparable to the that of the main vortices, in the bath region their dimension

is significantly reduced. This demonstrates the possibilities of LES to resolve the

energy transfer cascade from large scales to the small ones down to the size of

the grid cell.

The Fig. 3.15 shows time-average temperature distribution calculated with the

LES model. It does not have completely symmetric look because, as it was dis-

cussed above, the thermal field requires more time to achieve stable state than

velocity field since starting conditions for the temperatures are further from the

reality than the starting conditions for the velocities. However, the LES results

agree with the measurements (Fig. 3.6) much better than RANS predictions both

in terms of the temperature scale and the temperature distribution. The inductor

is the hottest place with average temperature of order of 150oC. Also there is a

jet along the symmetry axis, which brings hot melt to the bath surface and then

loops by the side wall and the bath’s bottom. The symmetry in the bath is more
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3.4 Application of LES model

Figure 3.15: Time-averaged temperature field [oC] calculated with the Smagorin-

sky LES model.

disturbed than in the inductor accordingly to the difference in the time constants

for these regions.

The graph on the Fig. 3.16 shows the comparison of the temperature profiles

analogous as it was presented for the k-ε simulation (Fig. 3.9 and 3.10). There

are shown temperatures along the symmetry axis and the line located at the half-

radius distance from it. Despite the slight shift of the overall level of these curves

above the values from the experimental data, they show good agreement in terms

of the temperature decrease rate form the inductor bottom to the bath surface.

There are no more steep gradients between the vortices at the half height of the

inductor. Therefore, the difference of the temperatures in the lower vortex and

the melt top level is only about 10-12oC, while the experiment provides the value

of about 15oC.

It can be concluded that application of the LES to this problem has brought

significantly better results, than k-ε model. The reason of the improvements in

the calculations of the heat transfer between the different flow structures is the

transient resolving of the large to small scales of the flow oscillations. This also
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3.4 Application of LES model

Figure 3.16: Comparison of the temperature profiles [oC] at symmetry axis and

R/2 measured and calculated with the Smagorinsky LES model.

can be demonstrated on the contour plot (Fig. 3.17), which shows the distribution

of the velocity’s standard deviation value derived from the transient LES results.

This quantity is defined with the following equation:

σ =

√√√√ 1

n

(
n∑
i=1

v2
i

)
− v̄, (3.3)

where vi is the velocity value at the time-step i, n is the number of time-steps and

v̄ - the time-average value of the velocity magnitude. This plot can be opposed to

the Fig. 3.11 (left) where the distribution of the turbulent kinetic energy is shown.

Here is shown, that unlike k-ε results, most oscillating zone is located between

the main vortices of the averaged flow, which corresponds with the measurement

results shown on the Fig. 3.5.
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Figure 3.17: The distribution of the standard deviation values [m/s] of the velocity

magnitude calculated with the Smagorinsky LES model.
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4 Turbulent metal flows in

induction crucible furnaces

4.1 Induction crucible furnaces

Figure 4.1: Sketch of the industrial

ICF

As it was mentioned before, the induction

crucible furnaces (Fig. 4.1) are widely used

in metallurgical industry for melting of var-

ious metals and alloys and keeping them

in the liquid state for prolonged period of

time. The homogeneous temperature and

add-ons distribution is important for suc-

cessful process operation. The absence of

the vessel above (unlike the CIF) makes

the situation easier for numerical model-

ing in terms of reduced requirements for

the element count and also reduced pro-

cess’ time-constants, which allows shorter

simulation time. Therefore, the ICF is

more suitable for the parameter study task,

which involve the turbulent model choice and mesh size influence on the simu-

lation results. On the other side practically homogenous thermal boundary con-

ditions leave almost no space for the evaluation of the heat transfer processes

between the different flow structures, since the energy input and output in them

does not vary too much. However the study of flow instabilities and their influence

on the transport of scalar quantities can be performed without limitations.
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4.2 Experimental investigations in the model induction crucible
furnace

4.2 Experimental investigations in the model in-

duction crucible furnace

The experimental background for the numerical calculations was derived from the

results of the measurements performed in the model ICF. The melt flow velocities

were determined in a laboratory induction crucible furnace (Fig 4.2). The Wood’s

metal was used as the model melt like in the experiments with the CIF described

in the previous chapter. The main parameters of this model furnace are given in

the Table {tb:icfpar.

The experimental set-up chosen for the comparison with numerical model-

ing had the twelve-turn inductor of the ICF fed with alternating current at the

frequencies around 400 Hz. The total input power from generator could go up

Figure 4.2: Experimental induction furnace used for 2D and 3D hydrodynamic

modeling. Flow directions and vortices’ shapes are schematically shown for the

unstationary flow regime
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4.2 Experimental investigations in the model induction crucible
furnace

Table 4.1: Main parameters of the model furnace

Radius of crucible (R) 0.158 m

Height of inductor (HI) 0.57 m

Filling level (H/HI) 50 - 120 %

Melting temperature (Tm) 72o C

Melt density (ρ) 9, 700 kg/m3

Melt dynamic viscosity (µ) 4.2 · 10−3 kg/m · s

Melt elec. conductivity (σ) 1 · 106 S/m

to 85 kW high with corresponding inductor current above 2 kA. Accordingly to

the inductor design, the melt is subject of the Lorentz forces (2.15) and Joule

heating (2.14) along the whole height of the crucible’s side wall. Therefore, due

to the rotational flow structure the temperature field is thought to be almost

homogeneous, the thermal gradients in the melt to be negligible and the melt

properties - constant. The overheating of the melt was prevented by means of

the water-cooling of the crucible walls.

Potential difference velocity probe with incorporated permanent magnet (10) was

used to measure simultaneously two of three velocity’s components with scanning

rate about 20 Hz. The sensitivity of the probe is about 2 µV per 1 cm/s of flow

velocity.

The initial velocity measurments were performed in the beginning of 90’s (34)

with the same measurement system which was described in the previous chapter.

It was for the first time observed, that intensive velocity oscillations take place

in the electromagnetically driven rotational system with two large vortices of the

averaged flow. These experiments were repeated later also by author of this work

using more up-to-date data acquisition measurement system which is based on

Top Message device from Delphin firm and portable computer Pentium III 700

MHz, connected into network TCP/IP Ethernet. The Top Message device has
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a 24 bit A/D converter and provides the processing of signals from 15 analogue

inputs. The high precision of the converter allowed to refuse of using DC pream-

plifiers and connected with this additional disturbances. The measuring system

possibilities also allowed to refuse of using physical filters for suppression the al-

ternating current disturbances and to change them for mathematical filtration of

the signal. The results of these new measurments were in agreement with the

original also in terms of the spatial distribution of the oscillations’ intensity.

When the filling level of the furnace is about 100% (melt height H is equal with

the inductor height HI), measured mean flow pattern consists of two typical

toroidal vortices, as it was expected, considering that flow is mainly driven by

the Lorentz forces, which are clearly dominant over the buoyant convection. The

characteristic flow velocity vch is about 15 cm/s. It should be mentioned, that

the value of the velocity magnitude near the crucible wall (r → R) is not suit-

able for the definition of the characteristic flow velocity vch, because high radial

velocity gradient near the crucible wall makes the determination imprecise either

numerically (grid size limitations) and experimentally (finite dimensions of the

measuring probe). Thus, the maximal time-average velocity near the symmetry

axis of the crucible is used for the characteristic velocity vch.

Transient velocity measurements also revealed, that melt flow is unstable and the

amplitude of the oscillating velocity v′ = v− v̄ is comparable with the character-

istic velocity magnitude v′max ≈ vch. Also, the presence of periodic low-frequency

flow oscillations was exposed: most intensive of them are located close to the

crucible wall between the main vortexes and have the characteristic time period

about 8-12 seconds (Fig. 4.3, left). Pulsations with shorter period (about 1-2

seconds) can be observed as well. The oscillation intensity is decreasing when

the distance from the wall is increasing, e.g. at the half radius their amplitude

is only 50% of the 40 cm/s which is observed close to the crucible wall. The ma-

jor oscillation frequency f increases proportionally to the time-averaged velocity:

f ∼ vch ∼ P , where P is power input (Fig. 4.5). Examining experimen-

tally derived and filtered (2 Hz< f <9 Hz) oscillations energy, the following

low-frequency oscillations were not taken into account:

• which evolution is determined by the global flow structure, i.e. rotation in

the low-viscosity fluid and macroscopic vortices interaction;
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Table 4.2: Measured dependance of large-scale oscillation period on operational

power

Power, kW Oscillation period, s Oscillation frequency, Hz

50 8.5 0.118

65 6.7 0.149

87 3.9 0.256

Figure 4.3: Measured axial velocity oscillations at the half-height of the inductor

r=0.14m (left) and r=0.06m (right)
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4.2 Experimental investigations in the model induction crucible
furnace

Figure 4.4: Kinetic energy of the velocity oscillations measured in model furnace

Figure 4.5: The dependency of low-frequency oscillation period on operational

power
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• which are significantly anisotropic and have non-homogeneous distribution

across the domain - noticeable maximum of kz is in the zone: r → R and

h = 0.5H.

Analysis of the remaining part of the energy spectrum reveals that spectral ampli-

tude is changing accordingly to the power function of the frequency: Eexp ∼ f−1.5.

The EM field frequency is f = 400 Hz, therefore, considering the finite penetra-

tion depth, which is usually ≈ R/3 and large fluid inertia, its direct influence

on the oscillations is practically excluded. The discussed type of turbulent flows

has characteristic Reynolds number Re ≈ 103 ÷ 105. As a consequence, the local

isotropy of the turbulence is probable and an expression of Kolmogorov spectrum

Eteor ∼ f−5/3 ≈ f−1.7 (37) could be applied for the inertial range of the flow,

where the frequencies are high enough. Thus, experimental results, considering

the limited frequency range available for analysis (f < 9 Hz), are in quite good

agreement with the theoretical estimations. Higher frequencies were not mea-

sured because of their very low spectral intensity, e.g. at 10 Hz it was 4 times

lower than at 1 Hz. Hence, limiting the measured frequency range allowed to

shorten the measuring time and to reduce processed data amount.

4.3 Application of k-ε model

The inducton crucible furnace is well suited for the 2D modeling due to it’s axis-

symmetric geometry. The electromagnetic and fluid-flow analysis are performed

separately under assumption that the influence of the moving melt on the exter-

nal electromagnetic field is negligible. This is acceptable if we consider that the

EM field penetrates only about 20 mm inside the liquid and that the velocity

vectors are mainly parallel to the EM field lines in this layer.

The well-known k − ε model (31) was the first turbulence model applied for the

numerical studies of the melt flow inside ICF. As it was mentioned before, this

model has relatively low mesh requirements and is widely used and verified in

various numerical engineering applications. It usually produces fast good quan-

titative results for the time-averaged velocity distribution in case of stationary
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4.3 Application of k-ε model

Figure 4.6: Comparison of the axial velocity profiles measured and calculated

with various 2D RANS turbulence models

two-dimensional calculations. The Fig. 4.6 demonstrates that two-equation tur-

bulence models perform their task very well when it comes to the prediction of

the velocity pattern. The RNG and k − ω models are added to the standard k-ε

model on this graph, and it can be seen that all of them have relatively good

agreement with the experiment, with RNG slightly in the lead. But, the results

of k − ε-like simulation with standard set of constants predicted highest values

of turbulent viscosity in the eddies centers and lowest between the eddies. Such

distribution is characteristic for the k − ε model even in case of 3D transient

simulations, as will be shown below (Fig. 4.15).

As was mentioned before, the low-frequency oscillations observed in the experi-

ment are supposed to have three-dimensional nature and, therefore, they can not

be modeled with help of 2D numerical model. Considering this, the 3D transient

calculations were performed, which were based on the same standard k− ε turbu-

lence model and mesh with about 230,000 tetragonal elements inside the crucible.

The simulation converged to the almost stationary state with symmetric recir-

culated flow eddies. Considering, that the time averaging of the flow, during
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4.3 Application of k-ε model

Figure 4.7: Comparison of the axial velocity profiles measured and calculated

with various 3D RANS turbulence models

iterations at each time step, is able to damp flow perturbations, the time-step

interval was reduced, but the flow remained stationary without oscillations. One

of the reasons which may damp the oscillations, is the presence of relative high

values of the turbulent viscosity (up to 103 times higher than molecular viscosity)

in the centers of the eddies.

Following series of the calculations were performed with the mesh consisting of

about 15 · 106 elements. These mesh resolution is suitable also for LES, there-

fore, the results from RANS models and LES can be directly compared. In total

3 RANS models were consequently applied for the stationary calculations. The

standard k-ε model has shown the worst results when we compare the calcu-

lated velocity profiles with the measured ones (Fig. 4.7). The RNG model again

performed significantly better than the standard k-ε , obviously because of the

accounting for the low-Reynolds-flows. The velocity magnitude predicted with

the RNG model is in good agreement with the experimental one. But the posi-

tion of the velocity maximum on the crucible axis is shifted to the center. Best

results have shown the k−ω and Reynolds Stress models both in terms of velocity
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Figure 4.8: Comparison of the radial velocity profiles measured and calculated

with 3D LES turbulence model

magnitude and flow pattern.

4.4 Application of LES model

The LES was performed using parallel computing with up to 32 processors dis-

tributed betweeen 5 nodes, nevertheless, the study of one parameter set (calcu-

lation of 60 seconds of the flow time) was taking several weeks depending on

the time-step size. The residuals, which are flow rate weighted, converged to the

1·10−3 at each time-step within 2-5 iterations. The central-differencing discretiza-

tion scheme was used for the momentum equation and the body-force-weighted

scheme was applied for pressure interpolation.

First calculations were performed on mesh with 230 thousand elements and

time-step 1 ·10−2 ms, but the results were found inacceptable. Further numerical

investigations with the same time-step but increased mesh resolution up to 3.5
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4.4 Application of LES model

Figure 4.9: Comparison of the axial velocity profiles measured and calculated

with 3D LES turbulence model

millions elements revealed flow instabilities similar to those observed in the ex-

perimental induction crucible furnace. It was simulated about 2 minutes in total.

In order to investigate the reliability of these results, the mesh was refined again

to 15 millions elements and the 45 seconds were simulated with the time-step

of 1 · 10−3 ms. The time-averaged velocity profiles from the latter simulation

are shown on the Fig. 4.8 and 4.9. They demonstrate good agreement with the

experimental data even for such time interval for averaging.

Examining numerical results, it was found out that axial velocity component os-

cillates with the amplitude of approximately 15 cm/s near the crucible wall in the

region of vortexes interaction (Fig. 4.13), but at the half-radius of the crucible

these oscillations are approximately two times less intensive. The main oscil-

lations, which have period about 10 seconds, are combined with less intensive

high frequency ones, like in the experiment. The amplitude of these oscillations

remains the same for different mesh resolution levels and time-step values, also

the computational time grows together with number of elements and number of

time-steps. It is also noted, that initial simulation conditions are not so impor-
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4.4 Application of LES model

Table 4.3: Calculated and measured characteristic properties of low-frequency

oscillations

Grid elem., 106 Sub-grid turb. scheme 0.5v2
l,max, cm

2/s2 Oscill. period, s

0.4 S-L 44 14

3.5 S-L 50 12

3.5 RNG 30 10.5

15 S-L 50 12

Exp. data - 65 9

tant, because if we start LES with zero velocity field, then in the beginning flow

pattern becomes symmetric and at this state resembles results of steady-state

calculations. Since we are not interested in every detail of the flow, but mainly

in the global parameters, such as dynamics of the large structures and intensity

of the velocity oscillations, the choice of initial flow conditions is not the decisive

factor.

The Table 4.3 includes together with Smagorinksy-Lilly scheme also results of

the Renormalization group (RNG) sub-grid viscosity model for Large Eddy Sim-

ulation (39), which introduces low-Reynolds-number effects mainly in the region

near the wall. Both sub-grid viscosity schemes produced qualitatively similar re-

sults, but RNG predicted lower intensity of velocity oscillations, while results of

Smagorinsky-Lilly were very close to the measured values, especially when finer

mesh resolution was used.

The transient calculations show that after starting the flow intensity is grow-

ing driven by the electromagnetic forces and the axial-symmetric flow is formed.

Together with the velocities grows the Reynolds number, therefore, the main

toroidal vortexes become unstable with three dimensional large-scale oscillations

with characteristic spectral properties, which depend on geometry of the domain.

Comparing the graphs with the Fourier analysis of the experimental and numer-

ical data (Fig. 4.10), one can see that the calculated results include not only the

main frequency, but they also show several additional pulsations with higher and

lower frequencies. The presented graph shows that the spectrum of the numeri-
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4.4 Application of LES model

Figure 4.10: Fourier analysis of measured (left) and simulated (right) oscillations

in the region between the main vortices

cal results is shifted in the direction of the lower frequencies in comparison with

the experimental data. This tendency remains when spatial grid resolution is de-

creased. Unfortunately, further experiments with mesh refinement are confronted

with too high consumption of calculation time and computational resources.

The experiments in the model induction crucible furnace show, that if the char-

acteristic flow velocity is about vch ≈ 0.15 m/s, the maximum amplitude of large

scale oscillations vl,max has the same order of magnitude (vch ∼| vl,max |). The

maximum value of the specific kinetic energy of these oscillations (in the zone near

the crucible wall, between the main flow vortices) has a value of kexpmax ≈ 65 cm2/s2

(Fig. 4.11). LES calculations have confirmed these results and also agreed with

the experiment in terms of:

• time-averaged flow pattern, symmetry and intensity;

• the period of the prevalent oscillations T ≈ 10 s;

• maximal specific kinetic energy of oscillations - knummax ≈ 50 cm2/s2.

Several numerical movies based on transient calculations were produced with

different crucible cross-sections in order to visualize the three-dimensional flow

development during numerical simulation. One of them shows contours of the

velocity magnitude on the melt surface. Videos which were taken above the melt
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4.4 Application of LES model

surface of an industrial ICF melting processes show periodic regions with rel-

atively high flow intensity, which move around the central point. It is clearly

noticeable that the numerical movie based on transient calculation has common

details with the video movie of the industrial furnace.

The transient eddies dynamics can be examined on the animated sequence with

vertical cross-section of the crucible. It becomes clear, that the melt flow looses

any symmetry in phase of fully developed oscillations. At the beginning, when

the simulation starts from the zero flow field, the symmetrical flow pattern is

formed. Futher, after less than one vortices’ turn-over time, the main vortices

of the mean flow start to deform and finally break up into smaller ones, which

move between different regions and provide in this way intensive heat and mass

exchange in the entire melt (e.g. Fig. 4.12). This process is also visible on the

graph with the axial velocity dependance on time vz(t) in the two points between

the main vortices (Fig. 4.13). The initial period when axial velocity component is

close to zero (as it should be in these points in case of symmetrical flow pattern)

ends after about 5 seconds from the start of the simulation. The oscillations grow

in amplitude and have achieved their full strength already at 18 seconds mark.

The period of the large scale oscillations can be roughly derived from the same

graph and compared with experimental results (Fig. 4.3). When the measured

and calculated velocity oscillations are put together on the same graph (Fig. 4.14)

one can notice that they have much in common, also experimentally derived curve

show less details for high-frequency fluctuations because of the lower sampling

rate.

The Fig. 4.15 shows the turbulent viscosity (for k-ε model) and sub-grid

viscosity (for LES model) distribution. As it can be seen, the character of the

distribution as well as the absolute values are very different between these turbu-

lence modeling approaches. The sub-grid viscosity is not only at least one order

of the magnitude lower then the turbulent viscosity of k-ε model, but also has

the tendency to decrease with the cell size. This allows us to assume, that simu-

lation results will become more indepedent from such semi-empirical parameter

as turbulent viscosity when the mesh resolution is increased.

The transient LES simulation aslo provide the possibility to calculate and vi-

sualize the distribution of the separate components of the low-frequency velocity
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4.4 Application of LES model

Figure 4.11: Characteristic energy [cm2/s2] of the flow velocities oscillations on

the border between the large vortices of the averaged flow measured in experiment

and calculated with LES turbulence model on 3.6·106 and 15·106 elements meshes

Figure 4.12: Flow pattern [m/s] after 2, 6 and 10 seconds of calculations
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Figure 4.13: Axial velocity oscillations in the points located between the large

vortices of the averaged flow calculated with LES turbulence model on 3.5 · 106

elements mesh
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4.4 Application of LES model

Figure 4.14: Axial velocity oscillations measured in model furnace (red) and

calculated with LES turbulence model on 15 · 106 elements mesh (blue)

Figure 4.15: Turbulent viscosity distribution [kg/m · s] in case of k − ε (middle)

and LES 3D modeling on mesh with 0.23 · 106 (left) and 3.5 · 106 (right) elements
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4.5 Particle tracing approach

Figure 4.16: Distribution of the components of the characteristic energy of the

flow velocities oscillations calculated with LES turbulence model (a - axial, b -

radial, c - tangential).

oscillations’ kinetic energy as shown on Fig. 4.16. It can be seen that these dis-

tributions are significantly non-homogenous, and different components have dif-

ferent patterns. While axial velocity oscillations dominate at the middle-height

close to the crucible wall and on the axis, the other two components are more

intensive in the central region of the crucible’s volume. This means, that the

oscillations are non-isotropic and this phenomenon can not be captured by the

conventional turbulent models, because of their assumption about isotropy of the

turbulence.

4.5 Particle tracing approach

The discrete particle tracing approach has been carried out to illustrate convec-

tive scalar transport mechanism in the considered flow. In the very beginning

virtual particles are placed on the top of computational domain. These particles
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4.5 Particle tracing approach

are assumed to have the same density as the fluid and this leads to the expec-

tation that their path will coincide with the streamlines of the flow. When the

flow in closed domain without inlets and outlets is stationary, the streamlines are

also closed and particle trajectories should be looped. In this case it is improba-

ble that particle will penetrate into the neighboring flow region if the turbulent

transfer is neglected. Therefore, transport processes between the main flow eddies

generally would have diffusive character in steady-state flow. In this case scalar

exchange intensity will strongly depend on the semi-empiric turbulent parame-

ters such as turbulent viscosity and turbulent Prandtl (Prt = cpνt/λt) or Schmidt

(Sct = νt/ρDt) number. Both latter parameters magnitude often depends on the

type of fluid and flow properties and has to be determined experimentally. The

flexibility of using such approach for different industrial installations is rather low.

The sub-grid viscosity models seem to have more universal character. Transient

Figure 4.17: Results of particle tracing A, B in transient simulation and C in long

time period averaged flow

simulations with a small time step and appropriate meshing allow resolving the

wide range of flow formations involved in scalar transport. Particle trajectories,

traced in such instationary simulations, show that estimated convective mass

exchange between the main flow eddies is quite intensive (Fig. 4.17a,b). Four
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4.6 Numerical modeling of melt flow in industrial-sized furnaces

Table 4.4: Properties of the industrial furnace

Property Value

Radius of crucible 0.49 m

Height of inductor 1.34 m

Density 6800 kg/m3

Dynamic viscosity 6.3 · 10−3 kg/m · s
Conductivity 7.7 · 105 S/m

particles were launched simultaneously at z = H, r = R/2, δϕ = π/2 and traced

for 20 seconds (about 5-6 eddy turnover times). The choice of starting position

was chosen also for conformity with industrial alloying process, when additional

components are added on the melt surface. The typical tracing result states, that

most particles don’t stay in one eddy longer than two or three turnover times.

Hence, it is possible to come to the conclusion that convective transport mecha-

nism plays significant role in the heat and mass exchange between the main flow

eddies. The same tracing procedure was used with the time-averaged velocity

field from transient LES calculations. As it was expected, all particles rotated in

the initial eddy with relatively small azimuthal drift (Fig. 4.17c).

4.6 Numerical modeling of melt flow in industrial-

sized furnaces

The turbulent melt flow in an industrial furnace (Fig. 4.18) was simulated at the

next stage of the LES numerical investigations. This furnace has a melt volume of

about 0.9m3 at 100% filling level. Table 4.4 summarizes the main properties of the

furnace and the melted material (grey cast iron). The three-dimensional model

consisted of about 7×105 elements and the time step in the transient calculations

was 10−2 s. Industrial crucible furnace differs from the experimental installation

with significantly larger linear dimensions, higher EM forces density and notice-

able free surface deformation (meniscus). This deformation was calculated with

the help of self-developed Delphi programm based on balance equation 2.17.
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4.6 Numerical modeling of melt flow in industrial-sized furnaces

Figure 4.18: 3D model of the industrial furnace

The calculations results included the time-history of the velocity distribution in

three orthogonal planes. These data allowed to receive the time-averaged velocity

pattern (Fig. 4.19) as well as the information about the flow oscillations. This

comparative analysis of LES and experimental data from model furnace allowed

applying this numerical method also for industrial scale installations, and quali-

tatively similar phenomena was achieved:

• the period of the low-frequency oscillations became smaller - 2 seconds -

because of significant increase of the rotational velocity of the flow eddies

in accordance with the hypothesis concerning inertial waves (36), which

period can be estimated with the following expression: T ≈ C · rch/vch.

The distribution of inertial waves along the axis of the vortexes may be one

of the factors which disturb the regular flow pattern. Also, the instability

can occur due to the two jets directed towards each other at the crucible

wall. Further, this perturbation travel with the main flow and it is possible
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4.6 Numerical modeling of melt flow in industrial-sized furnaces

to estimate its turnover time, which coincides with that of the vortex:

T ≈ 2π(
r/2 +H/2

2
)vch ≈

π

2
(r +H)vch. (4.1)

Nevertheless, the initial vortex structure is hardly identifiable during the

phase of fully developed large-scale oscillations. From the typical experi-

mental data we consider: rch = 0.08 m, vch = 0.15 m/s (maximum

time-averaged velocity on the symmetry axis) and C=10. For the indus-

trial furnace, correspondingly we consider:rch = 0.25 m, vch = 1.5 m/s.

These data lead to an estimation that TI ≈ 3 s, which is very close to the

period length derived from numerical simulation.

• initially axial symmetrical flow pattern becomes fully three-dimensional,

but considering the time-averaged situation the symmetry of the flow pat-

tern remains.

• the absolute values of the sub-grid viscosity are higher (Fig. 4.20) because

of the increased cell size, but it’s distribution is analogous to that in the

model furnace (Fig. 4.15).

Numerically predicted maximal specific kinetic energy of the flow oscillations in

the industrial furnace is more than two orders of magnitude higher than that

measured ones in the model furnace. Although, the spatial distribution of the

kinetic energy of the flow fluctuations corresponds to the experiment (Fig. 4.21),

concerning, that the maximum is located in the zone between the macroscopic

flow eddies close to the solid wall, where the kinetic energy values are 3-4 times

higher than average. The intensity of the axial velocity oscillations < v′z > con-

stitutes the most part of the full kinetic energy k, while two other components

< v′r > and < v′ϕ > are at least three times smaller and their distribution is rela-

tively homogeneous. Unlike the axial component kz, the radial kr and azimuthal

kϕ components are mainly made up of the turbulent fluctuations (f > 1 Hz).

Obviously, the significant difference in energy levels is caused by the previously

mentioned dominating low-frequency oscillations near the crucible wall, which are

the part of kz. Therefore, any numerical simulation based on the time-averaged

flow calculations, independently on the chosen semi-empirical turbulence model,

66



4.6 Numerical modeling of melt flow in industrial-sized furnaces

Figure 4.19: Time-averaged velocity distribution [m/s] calculated with the LES

turbulence model in the industrial furnace

Figure 4.20: Intermediate sub-grid viscosity distribution [kg/m·s] calculated with

the LES turbulence model in the industrial furnace
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4.6 Numerical modeling of melt flow in industrial-sized furnaces

Figure 4.21: Kinetic energy of the velocity oscillations in industrial furnace cal-

culated with 3D LES model

will not be able to predict correctly the heat and mass transfer processes between

the macroscopic flow eddies.
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5 Numerical simulation of melt

flow in induction furnaces with

cold crucible (IFCC)

5.1 Specifics of the IFCC

Growing attention is devoted in the last decades to the implementation of cold

crucible melting technology. The induction furnace with cold crucible (IFCC) of-

fers various technological and economical advantages, like high-purity cast prod-

ucts as well as melting, alloying and casting in one process-step (51; 52). This

furnace consists of copper crucible made of base part and split wall segments

which are isolated from each other in order to allow the alternating electromag-

netic field, which is initiated by the inductor wound around the crucible, to couple

with the charge material (Fig. 5.1). The eddy currents induced in the charge gen-

erate Joule heat for melting the metallic material. Both the crucible segments and

the base plate are intensively water-cooled in order to prevent the crucible itself

of being melted. As result, the charge material which is in contact with the con-

struction parts, remains in the solid state (skull) and efficiently isolates the melt

from the contamination. It should be mentioned, that the physical properties of

the skull are significantly different from those of the liquid material, because of

it’s porous structure and it brings an unknown variable to the thermal balance

of the system. Additionaly, the chemical composition of the solidified layer may

variate and influence in this way the composition of the cast product.

With typical (for the installation described in this work) operating frequency

of 10 KHz the most of the molten mass is being pushed from the walls by the

electromagnetic field (semi-levitated) and the meniscus is formed, therefore pre-
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5.1 Specifics of the IFCC

Figure 5.1: IFCC with Aluminium melt

venting the excessive heat losses and providing high overheating temperature.

Also, the intensive stirring driven by the Lorentz forces assures good chemical

homogenisation of the melted alloys. Melting process can take place in normal or

controlled atmosphere as well as in vacuum. The process itself can be periodical

with separate pouring (trough the nozzle or by tapping the whole crucible) into

the forms, or uninterrupted, when bottom of the crucible continuously descends

with solidified material and new charge material is being loaded from the top.

The research work on further optimization of the IFCC is concentrated on the

improvement of the electrical and thermal efficiency of the installation. Opti-

mal operation considers minimal melt contact area with the crucible material in

order to decrease the heat losses from the melt and therefore to achieve higher

overheating temperature. The increased operational temperature also reduces

the thickness of the skull layer, which, as it was mentioned before, has influence

on the final alloy composition. Additionally, pushing the molten material away

prevents interaction of the chemically agressive melt components with the cru-
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5.2 Experimental investigations

cible and allows to extend the lifecycle of the furnace. On the other side, the

electrical efficiency is greatly reduced when melt is pushed too far, because of

the worse electromagnetic coupling between the currents in the inductor and the

ingot. Therefore, the right choice of the ratio between the meniscus height (H)

and crucible inner diameter (D) is one of the main targets of the numerical op-

timization. The wide choice of the parameters which can be adjusted in order

to influence the H/D relation include external current strength and frequency,

the crucible diameter itself, the melt mass, the crucible design (e.g. number of

sections) and others. Considering non-obvious correlations between the effects

of changing these input data, the optimization of the IFCC becomes non-trivial

task.

The numerical modelling of the melting of the metals in IFCC has been per-

formed since decades, with early works mainly focused on electromagnetic as-

pects (53; 54; 55; 57). The described models gave the possibility to estimate

how the efficiency of the melting process depends on various parameters of the

installation. The 3D electromagnetic calculations were also reported already in

90-ties (56; 58; 59). They often used boundary elements method in order to save

computational resources exploiting the fact that at typical for IFCC high field

frequencies the penetration depth was very small. The modelling of the melt flow

in the cold crucible had mainly two-dimensional character based on modifications

of the RANS models (60; 61; 62).

5.2 Experimental investigations

The described meniscus formation is an important part of the melting process in

the furnace with cold crucible. Therefore, the experimental investigations should

involve this phenomena. This leads to the requirement for high-intensity mag-

netic fields, which are able to push the melted material from the crucible walls. At

the same time, this innevitably causes the proportional generation of Joule heat

inside the ingot. The resulting rapid temperature increase may provide complica-

tions when low-melting-temperature alloys are used. Possible technical solutions

for this problem often will bring additional factors to the process, which should
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5.2 Experimental investigations

Table 5.1: Physical properties of Aluminium and Titan-Aluminium alloy

Al TiAl

Electrical conductivity [106 S/m] 3,6 1,0

Density [kg/m3] 2300 3750

Melting temperature [oC] 660 1500

Dynamic viscosity [10−3 kg/m · s] 1,29 1,1

Specific heat [J/kg ·K] 1133 1000

Heat conductivity [W/m ·K] 120 70

Penetration depth @10 KHz [mm] 2,6 5,0

be then included in the numerical model. Considering this, the usage of alu-

minium as a model melt was approved to be a compromise. It has lower melting

temperature than the Titan-Aluminuim alloy (Table 5.1), which is more popular

subject of practical applications, but it can be melted in the same installation

without the need of any adjustments to the process. However, the experimental

investigations in cold crucible induction furnace with aluminium melt are usually

more challenging than measurements in Wood’s alloy. It is because of signifi-

cantly higher operating temperature of about 700oC and very reactive chemical

nature. However, it is possible, with some adjustments, to use the similar mea-

suring techniques as in case of the Wood’s metal. The use of the Wood’s metal

as a model melt in cold crucible is complicated due to it’s high density and diffi-

culties with the control of the thermal regime. The latter one is important since

the overheated Wood’s metal may produce toxic fumes wich contain Cadmium

and are dangerous for experimentator’s health. The experimental investigations

included two separate measurement’s series: 1) temperature measurements; 2)

velocity measurements. Both of them were performed using 6 kg pure aluminium

(99.5%) in the cold crucible with a radius of 78 mm and a height of 260 mm
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5.2 Experimental investigations

Figure 5.2: Temperature measurements in liquid Aluminium with thermocouple

placed in a protective ceramic tube.

(Fig. 5.1). The output power of the generator was 200 kW at the frequencies 9-

10 kHz. The meniscus height from the last contact point with the crucible wall to

the melt top reached up to ≈225 mm under those conditions. With these process

parameters the meniscus shape of the melt surface is quite stable and therefore

it is possible to perform detailed investigations of the free melt surface itself, the

temperature field and the turbulent melt flow. The characteristic numbers of the

melting process are provided in the Table 5.2.

5.2.1 Temperature measurements

The temperature distribution was measured using NiCr-Ni thermocouples, which

were placed in a protective ceramic tube (Fig. 5.2) to avoid their destruction

in the very aggressive aluminium environment during long-lasting experiment.

However, due to this protection, the thermal inertia of the thermocouple was

quite long (≈2.75 s), therefore, it was possible to measure only time-averaged

temperature values. In order to investigate temperature oscillations in several
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5.2 Experimental investigations

Table 5.2: Characteristics of the experimental IFCC with Aluminium melt

Aluminium

Crucible radius, [m] 0.078

Melt mass, [kg] 6

Operational frequency, [Hz] 9500

Current strength, [A] 4600

Characteristic velocity, [m/s] 0.30

Reynolds number 4.3×104

Prandtl number 0.012

Magnetic Reynolds number 0.1

characteristic points of the melt, the thermocouple was used without ceramic

protection. In this case the response time became approximately 0.8 s, but the

operational time for one thermocouple decreased to the 10-15 minutes. Obtained

temperature oscillations (Fig. 5.3) can be compared with the results of the tran-

sient 3D modeling using LES. The very long-period temperature changes (with

characteristic times of 1-2 minutes) also were noticed during measurements. They

can be explained with unstable thermal regime of the entire melt, e.g. when some

part of the skull becomes melted and mixed with other material. And, if we apply

the high-pass filter to those data, then oscillations amplitude is within range of

1-2 degrees.

The time-averaged temperature field as it was measured is shown on the

Fig. 5.12. There is clearly seen how temperature distribution is influenced by

the thermal boundary conditions. The lowest temperatures are at the water-

cooled bottom, where was detected the solid skull layer with thickness about

10 mm. Also the radiation losses from the free surface lead to the formation of

relatively cold area at the top. The highest temperatures are observed in the
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5.2 Experimental investigations

Figure 5.3: Temperature oscillations on the axis measured (left) and calculated

(right) in aluminium melt.

intensive inductive heating region, which is located in the area surrounding the

contact point of the melt surface and crucible wall (Fig. 5.9). The temperature

distribution in the rest of the melt is more or less homogeneous.

5.2.2 Velocity measurements

With the melt temperature higher than the maximum working temperature of

the velocity sensors with the permanent magnet (about 450oC) there appears dis-

tinct, partially irreversible, not reproducible weakening of magnetization. That

is why the sensors with the permanent magnet, measuring the flux, have very

limited application in liquid aluminium. No induction methods for measuring

local flow velocity in liquid metals within the temperature range between 600oC

and 700oC are known from the literature (9). That is why for the application

in the aluminium melt the electromagnetic velocity sensor shown in Fig. 5.5 was

developed and made (34).

Unlike the probe rod with the permanent magnet, the magnetic field of the elec-

tromagnetic sensor is created by the excitation coil along which the direct current

is flowing. The case of the sensor, magnetic core and the coil case are made of

steel. During the measurements the coil current was kept on the level of 10 A. The

corresponding magnetic field strength achieved 0.03 T. The indicated level of the

current was chosen taking into consideration the provision possibly high strength
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5.2 Experimental investigations

Figure 5.4: Equipment for velocity measurements in laboratory IFCC

of the field with the limited density of current in the coil wire. Low corrosion

durability of the flow velocity measuring sensor in the aluminium melt appeared

to be the greatest problem in the measurements performed. After 10-20 minutes

of operation the magnetic steel core and the steel case were so greatly corroded

that the sensor became unfit for the further operation. To prolong the lifetime

of the sensor at the expense of other materials application such as platinum or

tungsten, is impossible as they do not have long durability against the aluminium

melt (9). The attempts to prolong the operation period of the sensor protecting

it with the ceramic cover did not bring the desired results as well.

The device for measuring velocity of aluminium alloys consists of electromagnetic

sensor, source of direct current of the sensor coil, system of the sensor fixation

in the specified point of the melt, data acquisition system and connecting wires

and cables (Fig. 5.4). All sensors were calibrated in the induction crucible fur-

nace with Wood’s metal, which has melting temperature of 72oC. The measured

sensitivity of the sensors varied through the range 0.3 − 0.8 V/(cm*s−1). The

problem of zero drift was possible to solve with periodical changing of the direct

current power supply source polarity in the process of measurement.

Due to to the mentioned technical problems it was possible to perform velocity

76



5.3 Modeling and investigation of electromagnetic effects in IFCC

measurements only for one set of process parameters and the main results of

these investigations in the liquid aluminium have shown, that flow pattern con-

sists of two vortexes and the zone of their interaction is located between z=70

and z=90 mm. The maximum axial velocity detected in the upper vortex on the

symmetry axis was 0.4± 0.05 m/s.

5.3 Modeling and investigation of electromag-

netic effects in IFCC

The cold crucible installation (Fig. 5.6) has basically axis-symmetric geometry,

but at the closest look it is not so, because of the gaps in the crucible wall.

Since the crucible sections are made of conducting material, the eddy currents

are excited in them and the electromagnetic field distribution is significantly

influenced. Therefore, two-dimensional EM simulations of IFCC should take

into account this phenomenon. There are several ways to do this: implement the

effective magnetic permeability of the crucible material (40), or estimate the eddy

currents in the walls. The use of mentioned approximations is complicated by

the fact, that the amount of melt in the crucible and its shape changes the field

as well. Hence, the qualitative estimations, which are suitable for one system,

may produce incorrect results for another. Also the evaluation of power balance

in the system may be misleading, because in reality significant amount of the

electrical losses belongs to the slit crucible (about 50%). 2D model does not

calculate these losses directly. Initially the 2D approximation has been used

taking into account the ratio between the crucible section and gap width. This

approach was tuned for our experimental installation and was used for the series

of calculations with varied diameter of the crucible. It’s main advantage is the

short solution time, which is significant for the iterative process of meniscus shape

calculation. However, the constant growth of the computational power allows us

to perform the three-dimensional calculations on the common workstation. The

3D simulation with sufficient mesh resolution can be completed within reasonable

time period. The commercial software ANSYS was used for this purpose.

The experimental IFCC, which was modeled, is built of 14 segments and has
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5.3 Modeling and investigation of electromagnetic effects in IFCC

Figure 5.5: Electromagnetic sensor

Figure 5.6: The 3D model of the IFCC, which contains parts important for the

electromagnetic analysis.
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5.3 Modeling and investigation of electromagnetic effects in IFCC

Figure 5.7: The top view of the modeled part of the cold crucible geometry. The

cuurents in the water-cooled secion are shown.

the inner crucible diameter of 16 cm. The 5-turn inductor height is about 20 cm

and the operational power varies from 150 up to 200 kW. The 3D model contains

a sector with half of crucible segment and half of the attached gap, which in

our case corresponds to the 12.86 angle. The (Fig. 5.7) shows double size of the

typical model with the aim to illustrate the distribution of the cuurents induced

in the section. The flux-parallel condition is applied on the side boundaries, but

on the other boundary planes the vector-potential is set to zero. The current

strength is applied to each inductor turn and its distribution inside the coil is

calculated during the solution. The results of simulation contain induced currents

in all conducting regions; therefore it is possible to calculate the total power

losses in the whole system. The use of 3D electromagnetic model also brings

another advantage because it gives the non-symmetrical (real) Lorentz force and

Joule heat distribution in the melt. Figure 5.8 shows how the intensity of Joule

heat sources at the melt surface depends on the angular position for different

heights. The shape of the melt interface is calculated by establishing point-to-

point balance of all involved forces. The equation is

ρgδz − PEM − γ(1/R1 + 1/R2) = δP (5.1)
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5.3 Modeling and investigation of electromagnetic effects in IFCC

Figure 5.8: The Joule heat sources distribution on the melt surface.

where PEM = B2/2µ is the electromagnetic pressure, is the surface tension coef-

ficient and R1, R2 are the curvature radii. The surface profile is divided into the

equal sections by the 40 nodes. Then the shape is adjusted in iterative way, until

the δP becomes the same for each point. The electromagnetic calculations are

performed on a 3D ANSYS model. The obtained magnetic field intensity data

are used then by external code which makes shape adjustments.

The Fig. 5.9 shows typical distribution on the intensity of Joule heat sources in

the TiAl melt for different H/D ratio. The steeper is the the meniscus, the closer

to the coil middle-height is the maximum of the induced heat. The distribution

of the force density has obviously similar character, with force vector directed

into the melt and perpendicular to the surface. The maximum of Joule heating

corresponds to the maximum of Lorentz forces, which usually divides flow into

the two vortexes.

80



5.4 Modelling of the fluid flow and temperature distribution

Figure 5.9: Joule heat sources distribution in TiAl melt for different H/D ratio.

a) 1.67; b) 1.20; c) 0.84

5.4 Modelling of the fluid flow and temperature

distribution

The RNG modification of the k-ε model has been applied for the 2D simulation

of the cold crucible melting process. According to previous numerical studies,

it has delivered more accurate predictions about turbulence properties in the

recirculated flows than the standard model. But, both of them usually under-

estimated the heat transfer intensity between the main flow eddies formed by

the external electromagnetic force. As it is shown on the velocity plot (Fig. 5.10

left) the time-averaged flow pattern consist of two vortexes. The thermal bound-

ary conditions for upper and lower vortexes significantly differ - the radiation

from the free surface above (ε = 0.4) and water-cooled bottom below (the con-

stant melting temperature was used in numerical model). The estimated heat

flux distribution shows that only 6% of the thermal energy are lost due to the

radiation. The rest of the heat is carried away with the cooling water through

the crucible bottom. As far as the heat exchange between the two parts was
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5.4 Modelling of the fluid flow and temperature distribution

Figure 5.10: Velocity vectors (left, m/s) and temperature distribution (right, ◦C)

calculated with 2D RNG k − ε turbulence model

underestimated, the 2D steady-state simulation predicted too high temperature

in the upper region of the melt (Fig. 5.10 right), which is not confirmed by ex-

perimental data (Fig. 5.12). Considering former experiences with modeling of

the inductor furnaces (see previous two chapters) it was suggested that the use of

the Large Eddy Simulation could better deal with this two-vortex flow pattern.

These LES calculations ran on the three-dimensional model, which consisted of

approx. 4 millions finite elements, with time-step 10 ms. It took about one

month for simulation of 30 seconds flow development using parallel computation

with 8 processors. The resulting time-average velocity field (Fig. 5.11) looks very

similar to the one predicted with 2D steady-state k-ε calculations (Fig. 5.10), as

well as quite good agrees with experimental observations. The maximal axial

velocity on the axis in LES results is ≈ 0.35 m/s, while measured was ≈ 0.4 m/s

(see above). However, 3D transient approach allows modelling accurately the

heat transfer processes in such flows, where two or more recirculated eddies are

interacting. The calculated flow pattern at the each time-step is not symmet-

rical and simulation shows that complex vortex structure is developing due to
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5.4 Modelling of the fluid flow and temperature distribution

Figure 5.11: Time-averaged velocity vectors (m/s) calculated with 3D LES tur-

bulence model

the turbulent and low-frequency instabilities, especially in the zone of the main

two eddies interaction. Those unstable vortexes, which have size up to half of

characteristic radius and lifetime of several seconds, are transferred by the flow in

the different regions of the melt. Observed phenomenon provides convective heat

transfer mechanism, which is possible to simulate numerically only using tran-

sient three-dimensional calculation techniques. Also, in the pictures series with

temperature field at the consequent time-steps, it can be observed how relatively

cold melt masses from below penetrate into upper vortex area and are dissolved

there. The time-averaged temperature distribution calculated with LES is more

homogeneous, than in case of 2D k-ε modelling and resembles the measured tem-

perature field (Fig. 5.12). The temperature oscillations (Fig. 5.3) also look similar

to those received in the measurements. It should be taken into account here, that

higher frequencies in measured oscillations are “filtered” by thermocouple, while

the time step in the calculations was 0.01 s.

The main noticeable disagreement with measurements is seen in the lower vortex

region directly at the melt surface. The temperatures in this area seem to be un-
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5.4 Modelling of the fluid flow and temperature distribution

Figure 5.12: Measured (right) and calculated with LES (left, time-averaged)

temperature distribution in aluminium melt in IFCC [◦C]

derestimated in simulation, if we are comparing with the experiment. Probably

this is caused by too primitive radiation model on free boundary, which does not

take into account the presence of another hot surface (crucible) just opposite of

the free surface. Therefore, it could lead to the overestimation of radiation heat

losses.

The 3D numerical investigations of TiAl melting process produced similar results

in terms of transient and time-averaged flow pattern. The first one is very un-

stable with practically no symmetry at any given time moment, which leads to

the intensification of the temperature homogenization. The (Fig.5.13) shows as

example the temperature distribution in TiAl melt with 0.1 seconds interval. It

can be seen, that there is no clear interface between the colder and hotter re-

gions unlike in the predictions of 2D calculations. The melt mass was the same

6kg, but the meniscus height in this case is lower due to the increased density

of the TiAl material (1.6 times heavier as Aluminum). The flow velocities are

slightly higher (maximal average velocity at r = 0 is about 55 cm/s), therefore

the temperature distribution is more homogeneous, than in aluminium. Calcu-
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5.4 Modelling of the fluid flow and temperature distribution

Figure 5.13: Instationary temperature distribution in TiAl alloy with 0.1 second

interval [◦C].

lated temperature oscillations have similar amplitude (3-4 K) as these measured

in aluminium (Fig.5.14).

Due to the noticeably lower H/D ratio of the melt shape, the low-velocity zone

exists in the middle of the bottom region, which may lead to the thicker skull

layer above the water-cooled base. Therefore, the modification of the crucible’s

geometry or load is considered as a possible way to improve the efficiency of the

process.

There were performed calculations for the three different H/D ratios (Table 5.3),

but the power induced in the melt was kept the same. The Fig.5.15 shows the

time-averaged velocity and temperature distribution for the existing crucible ge-

ometry, but the Fig.5.16 shows the futher results for two two proposed ratios:

1.20 (left) and 1.67 (right) additionally to the 0.84 ratio shown on Fig.5.15. As

it can be seen, the flow is more intensive near the central axis in case of smaller

diameter crucible. This can prevent the formation of the thick layer of the solid-
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5.4 Modelling of the fluid flow and temperature distribution

Figure 5.14: Temperature oscillations calculated for TiAl melt.

ified material at the bottom. But, at the same time, the melt has larger contact

area with the crucible walls, which can lead to the changes in the electromagnetic

forces and Joule heat sources distribution in the melt (Fig. 5.9), as well as to

increased heat flux to the water-cooled slits. But, the comparison of electrical

efficiency of these systems show (Tab. 5.3), that only about 18% of the full power

are induced in the melt in case of H/D=0.84, while for the larger ratio it is 36%.

Therefore, the same amount of Joule heat can be generated with significantly

lower total energy consumption.

Also, the influence of the electromagnetic field frequency was studied (Table 5.4).

The Fig.5.17 demonstrates the melt shape and the time-averaged flows for two

cases: 5 and 20 kHz. The melt height decreases at higher frequencies (the in-

duced Joule heat was kept about the same value of 40 KW). The velocities are

noticeably smaller in the 20 kHz case (almost twice on the axis), which may lead

to the less intensive mixing. These particular calculations show, that maximum

temperature for 20 kHz is by 7 K (or 28% from temperatures range in the melt)

higher then for 5 kHz. This can be considered advantageous, because increasing

of the overheating temperature is useful for practical applications.
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5.4 Modelling of the fluid flow and temperature distribution

Table 5.3: Energetical parameters for melting process of 6kg of TiAl in IFCC

with frequency 10 kHz and different crucible radii.

Crucible

diam-

eter,

m

Ratio of

the melt,

H/D

Inductor

current,

kA

Total

power,

KW

Power

in the

melt,

KW

Power

in the

melt, %

Overheat.

temper.,

K

0.16 0.84 4.6 275.3 50 18.2 20

0.14 1.20 4.0 188.0 50 26.6 15

0.12 1.67 3.7 138.6 50 36.1 17

Table 5.4: Energetical parameters for melting process of 6kg of TiAl in IFCC

with different frequencies.

Frequency,

KHz

Ratio of

the melt,

H/D

Inductor

current,

kA

Total

power,

KW

Power

in the

melt,

KW

Power

in the

melt, %

Overheat.

temper.,

K

5 0.96 6.5 171 36 21 22

10 0.82 5.0 179 39 22 27

20 0.74 4.0 186 45 24 34
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5.4 Modelling of the fluid flow and temperature distribution

Figure 5.15: Time averaged velocity and temperature distribution in TiAl alloy.

Figure 5.16: Velocity vectors of TiAl melt in cold crucible with H/D ratios 1.20

(left) and 1.67 (right).
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5.5 Skull modeling possibilities

Figure 5.17: Velocity vectors of TiAl melt in cold crucible with e-m field frequency

5 kHz (left, H/D=0.99) and 20 kHz (right, H/D=0.77).

5.5 Skull modeling possibilities

The formation of solid layer on the crucible inner surface influences the tempera-

ture distribution and also the flow pattern. The composition analysis of the skull

material which remains in the crucible after puoring, show that the elements dis-

tribution in it is not homogenous (41; 42). Particularly, in case of TiAl melting,

the proportion of Titanium in the skull is noticably higher than in the melt.

Therefore, the amount of the solidified material at the crucible walls during the

melting process may influence the ratio of the alloy components in the melt, and

as result, the quality of the final product.

The calculations involving the solidification process required more flexible tem-

perature boundary conditions on the contact areas between the melt and water-

cooled sections. However, the thermal resistance coeficient, which would charac-

terize the heat transfer through the skull material is unknown and the series of

additional specific experiments could be necessary in order obtain it’s approxi-

mate value. Therefore, the rough estimation was made in order to achieve the

thickness of the solid layer in simulation one order of magnitude with the ob-
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5.5 Skull modeling possibilities

Figure 5.18: Skull distribution calculated with 2D RANS model with different

Joule heat and Lorentz force distribution profiles. left) section middle; right) gap

middle.

served in real melting process.

The 2D steady-state calculations with k-e model show, that there is noticeable

difference in results depending on from which profile the heat sources and Lorentz

forces are taken: opposite of the gap or middle of the sector wall Fig. 5.18. The

skull thickness in both cases vary depending on radial coordinate, but in the

profile which is opposite of the gap the layer of solidified material grows near

the central axis. The Fig. 5.19 shows that the form of skull layer significantly

depends on the flow pattern and, of course, the flow pattern is influenced by the

skull form. The important difference between the left and right velocity distribu-

tions is that on the left hand side we see only one large vortex, but on the right

there is pronounced second one. The thermal behavior of the single- and double-

vortex system may differ, but 2D modeling is not able to take into account the 3D

character of the cold crucible geometry. It is necessary to choose a profile with

sources’ distribution, but neither of them will be the correct one. This explains,

why 3D approach could be more preferable.

There were performed calculations of the skull formation with 3D stationary k-ε
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5.5 Skull modeling possibilities

Figure 5.19: Velocity patterns calculated with 2D RANS model with fifferent

Joule heat and Lorentz force distribution profiles. left) section middle; right) gap

middle.

model and 3D input data from electromagnetic analysis. The Fig. 5.20 shows

that the skull height changes not only in the radial, but also in azimuthal direc-

tion. However, if we compare these results to the experimentally obtained skull

profile (Fig. 5.21), then it can be seen, that in reality the skull surface has less

homogenous profile. This shows that the actual flow is far from axissymmetric

and there are acting several local vortexes which are one or two orders of magni-

tude smaller then the main votexes of the averaged flow. These conclusions were

also supposed by transient LES result.
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5.5 Skull modeling possibilities

Figure 5.20: Skull height distribution calculated with 3D RANS model.

Figure 5.21: Solidified material after experimental TiAl melting.
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6 Conclusions

Intensive numerical studies concentrated on applying the actually availaible meth-

ods for modelling of the recirculated melt flows have been done together with

experimental investigations in the model induction furnaces. The comparative

analysis shows a good coincidence between the numerical and experimental re-

sults when LES method is used not only in terms of mean flow, but also for

the turbulent fluctuations and their kinetic energy. The studies reveal that the

low-frequency velocity oscillations play a main role in convective heat and mass

transfer when flow structure contains two or more large vortexes of the mean

flow. Therefore, the correct estimation of the characteristic parameters of these

oscillations applying the LES method leads to creation of a universal and reliable

numerical approach, which can be used for solving fluid dynamics and thermal

problems in practical melting applications. The main results of this work are

summarized below:

1. The comparative analysis of the experimental and numerical results of the

melt flow and temperature distribution in model crucible induction fur-

nace has shown the inability of the RANS based steady-state and transient

two-equation turbulence models to predict correctly the temperature dis-

tribution in the melt. However the averaged velocity field was modeled

accurately. The hypothesis was suggested about significant role of the low-

frequency flow oscillations in energy transfer inside the recirculated flow

structures.

2. Transient three-dimensional hydrodynamic calculations with use of the newly

developed modeling approach based on Large Eddy Simulation turbulence

model captured accurately the heat transfer process between the vortices of

averaged flow. The achieved temperature distribution was in better agree-

ment with the experimental observations than those of RANS turbulence
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models. These results have stimulated further numerical research of the

applicability of the LES turbulence model for the typical recirculated flows

systems (also in channel induction furnaces (64)).

3. Measurements in the model induction crucible furnace were performed to-

gether with the analysis of the existing results of experimental investigations

in order to study quantitatively the phenomenon of the low-frequency flow

oscillations and to provide the base for the comparative numerical analy-

sis. The oscillations’ periods and characteristic energy values have been

determined and it was found out that their intensity is extremely non-

homogenously distributed inside the melt volume. Also, it was shown that

the axial component of velocity oscillations has dominating role in the zone

of large vortices interaction and contribute the most part to the heat and

mass transfer processes.

4. The numerical analysis of the melt flow in the model induction crucible

furnace has shown good agreement with the experiment in terms of the

oscillations amplitude, period and spatial distribution and, therefore, con-

firmed the reliablity of the proposed modeling method. Additionally, these

calculations provided the ability to visualize the processes taking place in

the unstationary flow, and, therefore, supplemented to the understanding of

vortices dynamics. The numerical studies also confirmed and extended the

knowledge about the oscillations’ anisotropy. The study of the mesh qual-

ity influence on the results has revealed the constraints for the application

of mentioned modeling approach and determined the sufficient numerical

discretization level for achieving reliable results. The particular comparison

with the actual RANS two-equation models has confirmed the advantage

of the LES in terms of heat and mass transfer modelling for such kind of

flows.

5. The series of measurements of the temperature distribution and velocity

magnitude in aluminium melt during the melting process in induction fur-

nace with the cold crucible created the basis for the consequent numerical

analysis. The obtained averaged temperature distribution has shown small
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temperature difference between different flow regions. Also the presence of

low-frequency temperature osciallations was captured.

6. The parametric three-dimensional electromagnetic model based on finite

element method for the induction furnace with cold crucible has been cre-

ated for ANSYS software and consequently coupled with the self-written

code for calculating the deformation of the melt’s meniscus shape formed

by the electromagnetic pressure. It has been shown that melt shape form

significantly influences the flow and heat exchange. The following coupled

hydrodynamic and thermal numerical simulation of the Aluminium melting

process has presented good agreement with the experiment in terms of the

temperature distribution and characteristic velocity magnitudes. This re-

sult has provided another confirmation for the consistency of the proposed

modeling approach in terms of the prediction of heat transfer proceses in

recirculated flows.

7. The parametric studies of the Titan-Aluminium melting process in the

IFCC performed using the developed method have shown that overheat-

ing temperature is more dependend on the external current density than on

the melt’s height to crucible’s diameter ratio.
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Distribution in an Induction Furnace with Cold Crucible IEEE Transactions

on Magnetics , Vol. 32, No. 3, 1996, pp. 1601-1604 77

[41] G. Jingjie, S. Yanqing, J. Jun, D. Hongsheng, L. Yuan, R. Zhi-

jiang Mechanism of skull formation during induction skull melting of in-

termetallic compounds Int. J. Cast Metals Res., Vol. 12, 1999, pp. 35-40

89

[42] S. Yanqing, G. Jingjie, J. Jun, L. Guizhong, L. Yuan Composition

control of a TiAl melt during the induction skull melting (ISM) process J.

of Alloys and Compounds , Vol. 334, 2002, pp. 261-266 89

[43] J. Szekeley, S. Asai The general mathematical statement of tubulent

recirculatory flows Trans. ISIJ , Vol. 15, 1975, pp.270-275 23

[44] R. Kageyama, J.W. Evans A mathematical model for the dynamic be-

havior of melts subjected to electromagnetic forces: Part I. Model devel-

opment and comparison of predictions with published experimental results

Metallurgical and Material Transactions B , Vol. 29B, 1998, pp.919-928 24

[45] R. Kageyama, J.W. Evans A mathematical model for the dynamic be-

havior of melts subjected to electromagnetic forces: Part II. Measurement of

surface waves and comparison with predictions of the mathematical model

Metallurgical and Material Transactions B , Vol. 30B, 1999, pp.331-339 24

[46] D. R. Sadoway, J. Szekely A new experimental technique for the study of

turbulent electromagnetically driven flows Metallurgical and Material Trans-

actions B , Vol. 11B, 1980, pp.334-336 23

[47] V. Bojarevics, G. Djambazov, R. A. Harding, K. Pericleous,

M. Wickins. Investigation of the cold crucible melting process: experi-

mental and numerical study. Magnetohydrodynamics , vol. 39 (2003), no. 4,

pp. 395–402.

100



REFERENCES

[48] J. Fort, M. Garnich, N. Klymyshyn Electromagnetic and Thermal-

Flow Modeling of a Cold-Wall Crucible Induction Melter Metallurgical and

Material Transactions B , Vol. 36B, 2005, pp. 141-152
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