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Zusammenfassung

Das Ziel der Studien dieser Doktorarbeit ist eine Analyse möglicher spektroskopischer Methoden im Bereich hoch-geladener Ionen Beobachtungen von heißem astrophysikalischen Plasma, die bisher noch nicht gründlich untersucht wurden.


Es wird gezeigt, dass die Hyperfein-Struktur-Linien hoch-ionisierter Metall-Atome (primär die Linie von $^{14}\text{N}	ext{vii}$ bei 5.65 mm) mit modernen Radioteleskopen beobachtbar sind. Die astrophysikalischen Objekte, die für das Auftreten dieser Linien verantwortlich sind, entweder in Emission oder Absorption, das heiße interstellare Medium in der Galaxis und anderen Galaxien, das heize Gas von Galaxienhaufen, Supernova-Überreste, Gas um Quasare und das warme intergalaktische Medium, als interessantestes Objekt für die Anwendung der vorgeschlagenen Methode.


Im Laufe dieser Arbeit wurde festgestellt, dass die physikalischen Bedingungen in den emittierenden Bereichen dieser dichten Auswurf-Wolken (so genannte schnell-bewegende Knoten) von Cassiopeia A und anderen jungen Sauerstoff-dominierten Supernova-Überresten recht unbeschränkt sind und die Vorhersagen verschiedener Modelle sich um Größenordnungen unterscheiden. Um bessere Abschätzungen dieser Bedingungen basierend auf existierenden Daten zu erhalten, haben wir archivierte ISO und Spitzer Beobachtungen herangezogen, um die relevanten, diagnostischen Feinstruktur-Linienverhältnisse zu be-
Summary

The goal of the studies comprising this thesis is a survey of prospective spectroscopical methods of highly-charged ion observations from hot astrophysical plasmas that have not been widely studied before.

The first main task that one needs to carry out in this case is a review of different types of spectral lines and matching types of astrophysical objects. This review is then followed by the development of the theoretical description and determination of the best observable parameters in the promising direction and application of the method to the specific objects. Two results of such study (combinations of spectral line type and object type) are presented in the thesis.

The hyperfine structure lines of highly-ionized metal atoms (primarily the line of $^{14}$N VII at 5.652 mm) are shown to be observable with modern radio telescopes. The astrophysical objects responsible for appearance of these lines either in emission or in absorption are hot interstellar medium in the Galaxy and other galaxies, hot intracluster medium in clusters of galaxies, supernova remnants, gas around quasars and the warm-hot intergalactic medium, being the most interesting object for the application of the proposed method.

The highly-ionized metal recombination lines in the optical and near-infrared ranges constitute another promising result of our studies. We have shown that the lines of this previously unstudied type should be strong enough to be observable even in moderate time on the modern ground-based optical telescopes from the dense knots of ejecta of the young Galactic supernova remnant Cassiopeia A. Such prospective observations will allow to identify all abundant ions present in the ejecta being crossed by the reverse shock wave of the supernova explosion, thus increasing our knowledge both on the ejecta composition and details of the shock wave interaction with the metal-dominated dense clouds.

In the course of the work, it was realized that the physical conditions in the emitting regions of these dense ejecta clouds (so-called fast-moving knots) of Cassiopeia A and other young oxygen-dominated supernova remnants are rather unconstrained with predictions of different models for the line intensities varying by orders of magnitude. To make better estimates of these conditions from the existing data, we have utilized the archival observations of ISO and Spitzer space observatories to determine the diagnostic fine-structure line ratios. Analysis of this observational data set has resulted in understanding of relative importances of various processes proposed in different theoretical models, as well as in determination of physical parameters in some of previously observationally unexplored regions of the fast-moving knots. This study is also included in the thesis.
Chapter 1

Introduction

Astrophysics is currently a science in the rapid development stage. This refers especially to the observational techniques. Sensitivities of modern astronomical instruments in most of the wavelength ranges have increased by an order of magnitude during the last 20-30 years. Further significant improvements are expected as the planned radio, sub-millimeter, far-infrared and X-ray observatories start their operation.

In contrast to this rapid observational development, most of the methods widely used to determine physical properties of the astronomical objects have not changed in the course of several decades. This fact also implies that the underlying physical theories were mostly worked out for observational limits of that time. Since then, these limits have noticeably shifted and modern increased capabilities of the astronomical instruments allow one to extract much more information from respectively planned observations, if only one knows what effects to look for.

According to these considerations, the general idea behind this thesis was to study if there exist previously neglected physical effects having observational manifestations that may be detected with the current or near-future instruments and that may be useful for better understanding of the physics of the astronomical objects.

To make this project feasible, we have limited ourselves to the studies of the highly-charged astrophysical plasmas and only to survey of the spectral lines, as a type of information that is most informative about the physical properties of the studied medium.

The following goal was then set up: to develop new spectroscopic methods for studies of the highly-charged astrophysical plasmas and to check theoretically their feasibility.

An additional requirement was also to ensure a possibility to observe the spectral line from the ground. This property allows for easier manufacture, service and modernization of the instruments, but limits the observed spectral line wavelength range to two regions: from 370 nm to approximately 5-10 µm, and from 1-3 mm to tens of meters.

To reach this goal, the following tasks had to be fulfilled:

• To survey relevant spectral lines types and theoretically develop methods for extracting physical information from the observations;

• To look for objects that are the most promising for a given spectral line type detection;
1. Introduction

To estimate method feasibility for astrophysics, including predicting observability of the expected signal.

1.1 Astrophysical objects under consideration

Most of the baryonic mass of the Universe is hot and ionized, thus complying to our requirement of highly-ionized plasma. Four main modes of heating are responsible for this property:

- the shock waves (this is relevant to rarefied plasmas having long cooling times such as intergalactic medium and transient objects such as nova and supernova explosions),
- the liberation of gravitational energy (relevant for accretion disks and black hole jets),
- the energy produced in nuclear reactions (relevant for stars, their corona),
- and the energy transfer by photons (photoionization and heating in the hot star and accreting black hole environments).

We have not considered all classes of objects produced by all these types of heating, neglecting stellar atmospheres, their coronae, nova explosions and photoionized warm interstellar medium. The following subsections briefly present basic information on physical properties of the studied object types. Where appropriate, we also mention some of currently observationally unconstrained parameters of the described objects and indicate where spectral line observations could help in understanding these objects.

1.1.1 Hot intracluster medium

The hot intracluster medium (ICM) occupies the space between the galaxies within clusters of galaxies. Its typical temperature is of the order of virial temperature of a cluster of galaxies, i.e., $3 \times 10^7 - 1 \times 10^8$ K.

Emission of this medium is directly observed only in X-rays, where it is emitting an optically-thin thermal braking continuum radiation with metal spectral lines superimposed on it.

Observations in X-ray and other wavebands allow to extract the following typical ICM physical parameters: total masses of $10^{12} - 10^{14} \ M_\odot$ ($10^{42} - 10^{44}$ kg), sizes of about $0.3 - 3$ Mpc ($10^{24} - 10^{25}$ cm), electron densities of $10^{-3} - 10^{-1} \ cm^{-3}$ and temperatures, as already mentioned, of $3 \times 10^7 - 1 \times 10^8$ K. At such high temperatures the heavy elements (e.g., silicon, sulfur, iron, etc.) are highly ionized up to H- or He-like ions and they emit in bright lines with energies from 0.7 to 8 keV.

Whereas a lot is known about the ICM, there are still many unknowns. For example, the details of the turbulence in the ICM are yet observationally unconstrained. The presence of the turbulence follows from the observations of the Faraday rotation maps [Vogt & Enßlin].
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ICM abundance gradients (Rebusco et al., 2005), absence of resonance scattering in 6.7 keV lines (Churazov et al., 2004) and small-scale ICM pressure fluctuations (Schuecker et al., 2004). The ICM turbulence is also observed in the numerical simulations of the galaxy cluster formation (Norman & Bryan, 1999; Ricker & Sarazin, 2001; Sunyaev et al., 2003). Unfortunately, none of the mentioned observational methods allows for the systematic studies of the ICM turbulence, and the existing cosmological simulations are not expected to produce quantitatively correct results (e.g., Schekochihin & Cowley, 2006).

In this respect the metal lines would be a very useful probe, as their smaller thermal velocity dispersions result in narrower line profiles, allowing one to follow subsonic bulk motions and turbulence in the intergalactic gas (Inogamov & Sunyaev, 2003). In X-rays, such studies will become possible only with the future observations using microcalorimeters.

In optical and ultraviolet ranges, the metal fine-structure line wavelengths are in the bands of the existing instruments, and could be observed provided that the lines are bright enough. This type of lines is further discussed in Section 1.3.2.

In radio range, the metal hyperfine structure lines could provide the necessary information. This type of lines is discussed in Section 1.3.3.

1.1.2 Hot interstellar medium in and around elliptical galaxies

In elliptical galaxies the general properties of the gas between stars and around the galaxy are similar to the case of the ICM. The interstellar medium (ISM) temperature is lower (typically about $10^7$ K) because of lower system masses, resulting in higher proportion of lower-ionized atoms and higher spectral line emissivities. The electron densities are of the same order of $n_e \approx 0.1 \text{ cm}^{-3}$, but the typical sizes of the emitting regions $l$ are much smaller (3–10 kpc), resulting in lower emission measures $E_e = n_e^2 l$ and lower line intensities in case of the same emissivities. Coronae around elliptical galaxies, including ones embedded in hot ICM of clusters of galaxies, have approximately the same physical conditions (Sun et al., 2007).

1.1.3 Hot interstellar medium in our Galaxy and spiral galaxies

The classical model of the Galactic interstellar medium (McKee & Ostriker, 1977) assumes coexistence of three separated phases being mostly in pressure equilibrium: cold neutral medium, warm ionized medium and hot ionized medium. The hot ISM is in this model one of these components having typical temperature of about $10^6$ K and electron density of 0.1 cm$^{-3}$.

However, the numerical simulations of the ISM (e.g., de Avillez & Breitschwerdt, 2004) show that this classical picture of the ISM is too simplified and there is no pressure equilibrium and phase separation. Instead, the interstellar gas in simulations is found to be turbulent on many scales, with the turbulence affecting the structure and motions of most of the phases of the ISM. This picture is also gaining wide observational confirmation, as discussed by Elmegreen & Scalo (2004).
The properties of the hot ISM are primarily probed by the far ultraviolet lines of O\textsc{vi} at 1032 and 1038 Å and by the soft X-ray background measurements. However, photons in these wavelength bands are rapidly absorbed in the ISM and therefore cannot probe high column densities of the interstellar gas. The hyperfine structure radio lines of highly-ionized metals could be therefore very helpful for studies of the hot ISM due to absence of interstellar absorption.

\subsection*{1.1.4 Warm-hot intergalactic medium}

Existence of the warm-hot intergalactic medium (WHIM) was predicted about ten years ago by\cite{Hellsten1998} and\cite{Cen1999} based on the results of the cosmological simulations. According to these results, almost one half of all baryonic mass in the Universe currently exists in the form of very dilute hot gas. This gas either did not collapse to galaxies and clusters of galaxies, or was ejected from them and forms the network of large-scale filaments between clusters of galaxies.

By definition, the WHIM temperature lies in the range from \(10^5\) to \(10^7\) K. These temperatures are reached by the shock heating during formation of the filaments and in the interaction of the surrounding gas with the galactic ejecta. Typical WHIM electron densities are very low – about \(10^{-6} - 10^{-4}\) cm\(^{-3}\), metallicities are of the order of 0.01-0.5 solar having strong correlation with the density\cite{Hellsten1998}, as the denser regions have higher probability of interaction with nearby galaxies. Typical thickness of a WHIM filament is several hundreds kpc, filament length is of the order of 10 Mpc.

Despite this large extent, the emission measure of the WHIM is very low because of the low electron density and its emission is much weaker than of other discussed astrophysical objects. However, the electron column densities \(N_e = n_e l\) are considerable, and in some cases even comparable to the ones of the ICM, showing that searching for absorption lines from this medium is more promising.

Very little is known about the WHIM from the observations. Its existence was proven by the observations of the O\textsc{vi} ultraviolet resonance lines at 1032 and 1038 Å in absorption. At low redshifts (\(z < 0.15\)) such observations have been performed by the \textit{FUSE} satellite\cite{Danforth2005}, at redshifts of up to \(z = 0.5\) the lines are observed by the Hubble Space Telescope\cite{Thom2005}, and at redshifts of \(z \approx 2.5\) the lines are shifted to the range observable by the ground-based telescopes and have been observed by\cite{Simcoe2002, Simcoe2004}. Results of these observations are generally consistent with the simulation predictions\cite{Cen2006}.

However, the O\textsc{vi} lines probe gas at the lowest temperature range of the WHIM, that corresponds to the lowest overdensities and metallicities. It was shown that the O\textsc{vi}-emitting gas contains about 7% of the total WHIM mass\cite{Bregman2007}, and that the major part of the warm-hot intergalactic medium could not be probed by this technique. To understand if the simulations are adequately representing also higher temperature WHIM fraction, other probes are necessary.

The soft X-ray lines of the higher ionization oxygen ions O\textsc{vii} and O\textsc{viii} near 600 eV have been proposed as such a probe by\cite{Hellsten1998}. There have been claims that
these absorption lines were detected at nonzero redshift in the spectra of the active galaxy Mrk 421 [Nicastro et al., 2005], although statistical significance of this detection is still disputed (Rasmussen et al., 2007; Kaastra et al., 2006). In any case, it will be possible to obtain most of the information on the WHIM from the soft X-ray lines only using observations to be performed by the future X-ray missions planned to be launched in the end of the next decade.

Concerning our study, as we show in Chapter 2, the $^{14}\text{N}^{\text{vii}}$ hyperfine structure line can be used as a feasible $T \approx 10^6$ K WHIM probe already with the existing radio telescopes.

### 1.1.5 Young supernova remnants

Supernova is a stellar explosion. The supernova event is triggered by inability of the internal pressure of the matter in the core of the star to balance the gravitational attraction forces. After a short period of core implosion when the gravitational forces are winning over the pressure forces, a shock wave is formed in the core of the star that further drives the supernova explosion. This shock wave carries away energy of about $10^{44}$ J that is later transferred into kinetic and thermal energy of the surrounding circumstellar material (i.e., stellar wind) and the interstellar medium.

When this blast wave exits the star and enters the circumstellar medium (CSM) having much lower density, the reverse shock wave is formed on this density discontinuity. This reverse shock wave then propagates back into the central regions of the exploded star and reaches its central regions in several thousand years. It is the reverse shock wave that gives us almost a unique possibility to probe directly the details of the inner structure of the exploded star, crossing the medium consisting of essentially pure heavy elements.

There are still a lot of observationally unknown details concerning the supernova explosions and its remnants: pre-supernova star structure, element mixing during the explosion, explosive nucleosynthesis yields, the shock wave interactions with the dense clouds (both blast wave interaction with ISM clouds and reverse shock interaction with ejecta and CSM clumps), dust formation and evolution, etc.

Even in one of the most studied cases of young supernova remnants (SNR) – Cassiopeia A – the existing observations are far from being fully interpreted. This remnant is discussed in more details in Section 1.4.

Obviously, new observational methods would be very helpful in disentangling effects caused by many physical processes taking place simultaneously in young supernova remnants. In our study, we have proposed to use metal optical recombination lines to extract information on the supernova ejecta (see Section 1.3.4 and Chapter 3).

### 1.1.6 Older supernova remnants

Older supernova remnants are observed in optical range and in soft X-rays as shells with the emitting gas located behind the blast wave. During $10^4$ years after the supernova explosion the blast wave has weakened and slowed down considerably. heating the diffuse
interstellar medium to temperatures of about \((1 - 5) \times 10^6\) K (in young SNRs the post-shock plasma temperature reaches up to \(10^8\) K).

This heated gas is emitting only in soft X-rays due to its lower temperatures. Its physical parameters are determined from the observed X-ray spectra. However, as already mentioned in Section 1.1.3, the soft X-rays are rapidly absorbed in the interstellar medium and other probes may be necessary for studies of supernova remnants located behind absorbing clouds, such as the hyperfine structure lines.

1.2 Elementary processes and atomic level populations

1.2.1 Elementary processes influencing the line emission

It is clear that emissivities, i.e., quantities proportional to the amount of photons emitted by an atom or ion in the unit of time, are proportional to the fraction of atoms or ions\(^1\) in the upper level of the relevant transition. Therefore the level populations should be computed first, but they, in turn, in a general case are determined by the rates of atomic elementary processes, such as

- Spontaneous level decay,
- Induced radiative excitation and deexcitation,
- Photoionization and radiative recombination,
- Collisional excitation and deexcitation,
- Collisional ionization and three-body recombination,
- Dielectronic recombination and autoionization.

There is a variety of sources describing how to compute or estimate the rates of these elementary processes (e.g., Sobelman 1979; Sobelman et al. 1981; Janev et al. 1985; Shevelko & Vainshtein 1993). Generally, for the process rates in hydrogen atom and hydrogenic ions there exist expressions ensuring precision of better than 1\%, but for the majority of other atoms and ions approximate expressions have to be used, even in the best cases having limited precision of 10-20\%.

Details of our approach to calculating some of the relevant elementary process parameters are given in Appendix A.

\(^1\)Further in the text we will use the word “atom” also for ions, i.e. ionized atoms.
1.2.2 Level populations and line emissivities

Number densities $n_i$ of atoms in any level $i$ are in a general case determined by the processes populating and depopulating all levels, including collisional transitions, induced radiative transitions and spontaneous decay. Based on relative importance of different processes, one may separate three different cases.

At high densities, when the timescales of the spontaneous decay are much longer than of collisions or induced radiative transitions, the level populations are determined by the parameters of external medium, rather than the atom. In this case, the levels are populated according to the Boltzmann distribution, i.e., number density $n_i$ of atoms in state $i$ is

$$n_i \propto n_{at} g_i \exp \left( - \frac{E_i - E_g}{kT} \right),$$

(1.1)

where $n_{at}$ is the total number density of atoms of given type, $g_i$ is the level $i$ statistical weight (number of microstates within this energy level), $E_i$ and $E_g$ are the potential energies of a given state $i$ and the atomic ground state $g$, and $T$ is the electron, proton or radiation temperature, corresponding to the mechanism responsible for the atomic electron redistribution over levels (see, e.g., Field (1958) for expressions in case of several external temperatures together determining the level populations). Clearly, in this so-called thermodynamic limit the level populations do not depend on the electron density.

In the opposite low-density (so-called coronal) limit the spontaneous decay processes ensure that almost all atoms are in their ground states. Atoms are excited only rarely, and excitation is followed by the radiative cascade to the ground state. Therefore in calculations one may neglect collisional and induced radiative transitions from any state except the ground state. Then the number density of atoms in excited state $i$ is proportional to the exciting particle (typically, electron) density, that gives a reason of defining the spectral line emissivity as

$$\varepsilon_{ul} = \frac{n_u A_{ul}}{n_e n_{at}},$$

(1.2)

such that this quantity characterizes photon emission efficiency of a given $u \rightarrow l$ transition and does not depend on electron density $n_e$. Here $A_{ul}$ is the spontaneous decay rate (Einstein $A$-coefficient) and index $ul$ denote that the atom is changing the state from $u$ to $l$.

The intermediate case is the most complicated from the computational point of view. To compute the level populations, one has to account explicitly for all possible transitions between all possible states. The computations are made easier if the electrons have low temperature and only lowest states are excited by thermal particles, as it is in the case of photoionized or otherwise overionized plasmas.

There exist several large program packages able to compute line emissivities and intensities from astrophysical plasmas, such as Chianti (Dere et al., 1997; Landi et al., 2006), ATOMDB (Smith et al., 2001) and Cloudy (Ferland et al., 1998). However, Chianti and ATOMDB are mostly suited to X-ray emitting plasmas and do not cover low temperatures, whereas Cloudy is focused on the stationary photoionized plasmas.
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Therefore in some cases of non-stationary low-temperature ionized plasmas discussed in Chapters 3 and 4, we computed the line emissivities and intensities ourselves. We have done also our own calculations for the lines not included in these databases, as it is the case for most of the line types we have considered.

For given elementary process rates, the relative populations $n_l$ and $n_u$ of a two-level system (denoting lower and upper levels by $l$ and $u$) are determined from the following balance equation:

$$n_l \left( B_{lu} J + q_{lu,e} n_e + q_{lu,p} n_p + \cdots \right) = n_u \left( A_{ul} + B_{ul} J + q_{ul,e} n_e + q_{ul,p} n_p + \cdots \right)$$

where $B_{ul}$ and $B_{lu}$ are Einstein coefficients for induced radiative transitions, $J$ is a mean intensity averaged over the line profile, $q_{ul}$ and $q_{lu}$ denote collisional deexcitation and excitation rates and subscripts $e$ and $p$ relate to electrons and protons. Normally, proton and other particle collisional transitions may be neglected, thus simplifying the balance equation.

Balance equation for more realistic case of large number of levels and including recombination and ionization processes is given, for example, in Section 3.2.2. This question is discussed in some more details, e.g., by Osterbrock & Ferland (2006).

Using the example of the two level system one can easily understand qualitative dependence of the spectral line emissivity on electron density if the surrounding radiation field is low. While the electron density is low, the upper level population is approximately equal to $n_u \approx (n_u + n_l) n_e q_{lu} / A_{ul}$ and the line emissivity is just $\varepsilon_{ul} \approx q_{ul}$. With increasing density, the upper level population tends to a constant and the line emissivity starts steadily decreasing like $1/n_e$. The density at which the line emissivity starts decreasing is often called critical density and is found from relation $n_{cr} = A_{ul} / q_{ul}$.

There is a direct implication of this qualitative dependence of the line emissivity on the observed line intensities. One can easily deduce that the strongest emission lines are to be expected from the objects having highest emission measure $n_e^2 l$ unless the electron density $n_e$ is higher than its critical value $n_{cr}$. If this is the case, the electron column density $n_e l$ becomes an important characteristic quantity.

Correspondingly, the strongest absorption lines are expected from objects having highest column density $n_e l$ unless $n_e > n_{cr}$. If it is the case, the optical depth will be just proportional to the absorbing object extent $l$ along the line of sight.

Of course, the ionic abundance $X_{ion}$ should also be as large as possible. In collisional plasmas this is normally determined by the proper plasma temperature.

1.2.3 Formulae used in the main part of the thesis

There are certain general relations between several often used quantities that are useful to list or derive for further reference. These expressions are taken from Rybicki & Lightman (1979); Sobelman et al. (1981) with some modifications for easier comparison with the main part of the thesis.
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The $A$ and $B$ Einstein coefficients are connected by relations

$$g_l B_{lu} = g_u B_{ul}, \quad (1.4)$$

$$A_{ul} = \frac{2h\nu^3}{c^2} B_{ul} = \frac{2h\nu^3}{c^2} \frac{g_l}{g_u} B_{lu}, \quad (1.5)$$

The cross section of a resonance photon absorption for an atom in the lower transition state is

$$\sigma^R(\nu) = \frac{h\nu}{4\pi} \phi(\nu) B_{lu}, \quad (1.6)$$

where $\phi(\nu)$ is the line profile function,

$$\phi(\nu) = \frac{1}{\sqrt{2\pi\Delta\nu}} \exp \left( -\frac{(\nu - \nu_0)^2}{2\Delta\nu} \right), \quad (1.7)$$

if the line profile has a Gaussian shape with a dispersion $\Delta\nu$. In the line center then we have $\phi(\nu_0) = (2\pi\Delta\nu)^{-1}$. In case of the Doppler effect dominating the line width the dispersion is equal to

$$\Delta\nu = \frac{\nu_0}{c} \sqrt{\frac{kT}{m}} = \frac{\Delta v}{\lambda_0}, \quad (1.8)$$

with $m$ being the atomic mass, $\lambda_0 = c/\nu_0$ the line wavelength and $\Delta v = \sqrt{kT/m}$ is a root-mean-square radial velocity of an atom. Then, taking into account Eq. (1.5), we finally obtain

$$\sigma^R(\nu_0) = \frac{\lambda_0^3}{8\sqrt{2\pi^{3/2}\Delta\nu}} \frac{g_u}{g_l} A_{ul}. \quad (1.9)$$

The cross sections for the collisional excitation and deexcitation are often expressed via the so-called collision strengths $\Omega$ (Seaton, 1955) as

$$\sigma^C_{lu}(v_i) = \frac{\pi h^2}{(m_i v_i)^2} \frac{\Omega_{lu}(v_i)}{g_l}, \quad (1.10)$$

where $m_i$ and $v_i$ are mass and initial velocity of the colliding particle. The collision strengths are dimensionless quantities of order unity and are additive with respect to the atomic level substructure. From the detailed balance relation (Klein-Rosseland formula)

$$g_l v_i^2 \sigma^C_{lu}(v_i) = g_u v_u^2 \sigma^C_{ul}(v_u) \quad (1.11)$$

it follows that $\Omega_{lu}(v_i) = \Omega_{ul}(v_u)$. Here $v_i$ and $v_u$ are the colliding particle velocities, when the atom is in the states $l$ and $u$, respectively (i.e., $v_i > v_u$).

As the collision strength as a function of incident electron energy has sometimes a complex behaviour with many narrow resonances, it is convenient to use a quantity averaged over Maxwellian distribution of incident particle velocities, the so-called effective collision strength

$$\Upsilon_{lu}(T) = \int_0^\infty \Omega_{lu}(v_i) \exp \left( -\frac{m_i v_i^2}{2kT} \right) \frac{d}{\left( \frac{m_i v_i^2}{2kT} \right)}, \quad (1.12)$$
where \( T \) is the temperature of colliding particles and \( v_f \) is the final velocity of the colliding particle. If the variation of \( \Omega \) with the colliding particle velocity may be neglected, then \( \Upsilon_{ul} = \Omega_{ul} \). Using the definition of \( \Upsilon \), one can express the collisional electronic deexcitation rates as

\[
q_{ul}(T) \equiv \int_0^\infty \sigma_{ul}(v_i) f(v_i, T) dv_i = \frac{8.629 \times 10^{-6}}{g_u \sqrt{T} / \kappa} \Upsilon_{lu}(T) \text{ cm}^3/\text{s},
\]

where \( f(v_i, T) \) is the normalized Maxwell distribution function of incident particles

\[
f(v, T) dv = \sqrt{\frac{2}{\pi}} \left( \frac{m}{kT} \right)^{3/2} v^2 \exp \left( -\frac{mv^2}{2kT} \right) dv,
\]

and the numerical factor in Eq. (1.13) is equal to \( \sqrt{2\pi} \hbar^2/(m_e \sqrt{k}) \) and therefore limits applicability of the rightmost expression of this equation to the electronic collisions.

Finally, the rate of collisional excitation is expressed via the deexcitation rate as

\[
q_{lu} = \frac{g_u}{g_t} q_{ul} \exp \left( -\frac{E_u - E_l}{kT} \right).
\]

### 1.3 Spectral line types under discussion

#### 1.3.1 Level classification

Each energy level in the atom may be characterized by a set of quantum numbers \(^2\). In one-electron approximation these are principal quantum number \( n \), orbital momentum quantum number \( l \), spin quantum number \( s \) and angular momentum quantum number \( j \). The level is then traditionally denoted as \( nl^{2s+1}L_{j} \), where the values of \( l = 0, 1, 2, 3, 4, \ldots \) are represented by letters \( s, p, d, f, g, \ldots \). For example, \( 2p^{3}P_{0} \) denotes level having \( n = 2, l = 1, s = 1, j = 0 \).

In the case of atom with several electrons, the level is often characterized by the electron configuration, i.e., the set of \( ns \) and \( ls \) of these electrons (e.g., \( 1s^{2}2s^{2}2p^{5} \) denotes that atom contains 8 electrons, two with \( n = 1, l = 0 \), one with \( n = 2, l = 0 \) and five with \( n = 2, l = 1 \)) and the total electronic quantum numbers \( L, S \) and \( J \), that are written as \( ^{2S+1}L_{J} \).

Thanks to similar energy level structure of different ions with the same number of electrons it is convenient to characterize the ion with its isoelectronic sequence. For example, doubly ionized oxygen atom \( O^{2+} \) is said to be carbon-like (C-like) oxygen.

Traditionally, a spectrum produced by an atom is described by the so-called spectroscopic symbol, that is equal to electronic charge increased by one and written in Roman numerals. For example, the set of spectral lines produced by transitions within \( O^{+2} \) ion is described as \( O \text{ III} \).

Similarly, the spectroscopic symbol written in square brackets (e.g., \( [O \text{ III}] \)) denotes the lines produced by the so-called forbidden transitions, corresponding to a change in quantum numbers

\(^2\)Only \( LS \) quantum numbers are introduced, as only they are used in the thesis.
numbers violating the so-called LS coupling electric dipole selection rules of $|l - l'| = 1$, $|L - L'| \leq 1$, $|J - J'| \leq 1$, $J + J' \geq 1$ (unprimed and primed quantities denote initial and final quantum numbers). Spontaneous transition rates of the forbidden transitions are several orders of magnitude smaller than of the allowed ones.

1.3.2 Fine-structure lines

The fine-structure lines correspond to transitions within one electronic configuration with upper and lower levels differing only in $S$ and $J$. In astrophysical applications most often these are transitions within the lowest electronic configuration of an atom.

As the fine-structure (FS) transitions do not change the $l$ of any electron, they are forbidden and the corresponding transition rates are very small. For example, the [O III] 5007 Å line discussed in Chapters 3 and 4 have transition rate of $0.018 \, \text{s}^{-1}$, whereas allowed transitions of similar wavelength have rates up to $10^7 - 10^8 \, \text{s}^{-1}$.

We have studied a wide range of fine-structure lines from the [O I] 145 μm line to the [Fe XXIII] 1079 Å. Most of these lines are undetectable from the ground from an object at zero redshift $z$. However, observing high-$z$ objects, some of the lines may shift into the wavelength range observable by the ground-based telescopes.

For example, we have studied if the ultraviolet fine-structure lines of the highly-charged metal ions may be observed with the existing instrumentation from the clusters of galaxies at high redshift. It turned out that even the best existing telescopes would need about a hundred hours to achieve the convincing detection of these lines.

The weaker-charged ion lines are located in optical and infrared ranges. They are nowadays widely used for studies of various astrophysical plasmas (e.g., Osterbrock & Ferland, 2006). In our studies, we have used the observations of the fine-structure lines of O, Ne, Mg, Si, S, Ar and Fe ions to study the young Cassiopeia A supernova remnant, as described in detail in Section 1.4 and Chapter 4.

1.3.3 Hyperfine structure lines

Constructing the level classification, we have neglected several effects that affect the level energies. One of them is an interaction of the total electronic angular momentum with the nuclear spin resulting in the splitting of all previously discussed levels into several components, if the nuclear spin is non-zero.

To include this so-called hyperfine interaction into the level classification, it is usual to introduce the nuclear spin quantum number $I$ and total atomic angular momentum quantum number $F$. If $I > 0$, each level is split into $\min(2I + 1, 2J + 1)$ components having different values of $F$ from $|J - I|$ to $J + I$. The level energy changes induced by this interaction are very small, therefore the additional level structure was named hyperfine structure (HFS).

The transitions between hyperfine sublevels are forbidden, as they do not involve any
Figure 1.1: Cosmic abundances of isotopes with non-zero nuclear spin computed from solar elemental abundances and Earth isotopic mole fractions. To construct the plot, the data from Grevesse & Sauval (1998); Coursey et al. (2005) were used.

electron $l$ change. This also means that the transition rates are very low, therefore in astrophysical plasma only the transitions within the ground state have practical importance.

The well-known example of the hyperfine structure line is the 21-cm line of neutral hydrogen, arising in transitions between hyperfine sublevels of its ground $1s\,^2S_{1/2}$ state. The proton spin quantum number is $I = 1/2$, therefore the ground state is split into two components with $F = 0$ and $F = 1$.

One should note that the HFS lines are specific not to an atom, but to an isotope (i.e., 21-cm line is produced only by $^1$H, but not by $^2$H) and that the most astrophysically abundant isotopes (except hydrogen) have zero nuclear spin. On Figure 1.1 the solar elemental abundances are compared with the abundances of the isotopes having non-zero nuclear spin.

It is seen that the most astrophysically abundant isotope after hydrogen having non-zero nuclear spin and, therefore, hyperfine splitting in their ions, is $^{14}$N. The hydrogen 21-cm line was first discussed by van de Hulst (1945), but the potential importance of $^{14}$N HFS lines for astrophysics was realized quite soon afterwards, already by Townes & Schawlow (1955).

Later, Sunyaev & Churazov (1984) have performed a systematic study of all H-like and Li-like ions of isotopes having non-zero nuclear spin up to $^{59}$Co and have shown that the most promising in astrophysical applications are the lines of $^{14}$N vii and $^{57}$Fe xxiv.

Despite much lower ionic abundances than hydrogen, the metal HFS lines are never-
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Theless promising because of high ionic charges, resulting in larger hyperfine splittings and consequently higher transition rates (the transition rate is proportional to $\mu^3 Z^9$, where $\mu$ is the nuclear magnetic moment and $Z$ is the ion spectroscopic symbol). Resulting line emissivities become therefore much larger and partially cancel the effect of low abundances.

In our study, we have extended the survey of Sunyaev & Churazov (1984), including the H- and Li-like ions of isotopes up to $^{67}$Zn and extending the studied ion range to include the B-like ions. The most promising of these is the $^{[57}\text{Fe xxii]}$ line with wavelength 1.0518(3) cm (Oreshkina et al., 2008), that is nevertheless too weak to be detected by current instruments in a reasonable time.

We have concluded that the HFS lines from astrophysical hot diffuse gases are all too weak to be detected by the existing instruments except for the $^{[14}\text{N vii]}$ line (Sunyaev & Docenko, 2007; Docenko & Sunyaev, 2007), which is detectable from several types of objects including the WHIM in the redshift range from 0.15 to 0.6 or so (Chapter 2). The planned radio interferometer SKA (Square Kilometer Array) will be able to detect also other weaker lines from different types of the hot astrophysical gases, and the $^{[14}\text{N vii]}$ line detection will become possible in the redshift range from 1.1 of 2.5 or so (Docenko & Sunyaev, 2008, accepted).

Results of our investigations have been used for the interpretation of the results of the recent search for the $^{[14}\text{N vii]}$ line from active galaxies and intergalactic medium by Bregman & Irwin (2007).

1.3.4 Metal recombination lines

Two previously discussed types of lines that arise in transitions between fine and hyperfine structure levels are mostly produced in astrophysical plasmas by the collisional excitation of respective transition upper levels from the atomic ground states.

However, as mentioned in Section 1.2.1, also recombination processes may influence the level populations. This is especially relevant to the highly-excited states having low probabilities of excitation from the ground state. The electrons populating these states are almost exclusively provided by the recombination processes, that is the reason why corresponding lines are called recombination lines (RLs).

The recombination lines of hydrogen and helium are well-studied (e.g., Seaton, 1964; Osterbrock & Ferland, 2006), but ones of the metals are not often discussed. The optical recombination lines arising in the excited electronic configurations of several C, N and O ions are used for measurements of the abundances of these elements in the planetary nebulae (e.g., Liu et al., 2001; Peimbert et al., 2004).

There have also been observations of Mg i, Al i and Si i recombination lines near 7 and 12 $\mu$m from the Sun and some other stars, corresponding to the transitions $n \rightarrow n'$ of $6 \rightarrow 5$ and $7 \rightarrow 6$, respectively (Murcray et al., 1981; Ryde & Richter, 2004) which were interpreted by Brault & Noves (1983); Chang & Noves (1983) and a thorough theory was worked out by Carlsson et al. (1992).

We will further focus on similar lines produced by the transitions between highly-excited electron states (roughly only with $n \geq 5$) because, as we will see below, these lines
of the highly-charged ions that we are primarily interested in are located in the optical or near-infrared bands directly observable from the ground.

Describing the RLs produced by the highly-excited electron transitions, it is usual to separate the quantum numbers of the atomic core (i.e., ion prior to recombination) and of the excited electron, denoting total core quantum numbers by $L_c$, $S_c$ and $J_c$ and excited electrons quantum numbers by $n$, $l$, $s$ and $j$.

In the first approximation, the core is acting on the highly-excited electron as a point charge, simplifying the atomic level structure (this approximation is applicable only for the so-called non-penetrating states having $l \geq 3$, and only for $n \gg 1$). The level energies, like in the hydrogen atom, become dependent only on the principal quantum number $n$ and the ion charge, and the line wavelength produced by the electronic transitions between neighbouring $ns$ is approximately expressed as

$$\lambda((n+1) \rightarrow n) \approx \frac{0.091127 \times (n + 1/2)^3}{Z^2 \times 2} \mu m,$$

where $Z$ is the ion charge before recombination (equal to the recombined atom spectroscopic symbol), and $n+1$ and $n$ denote principal quantum numbers before and after the transition.

From this expression it is seen that the recombination lines appear in all wavelength ranges from optical (or even vacuum ultraviolet for $Z \approx 20$) to radio. For larger ionic charges the line wavelength decreases and there are more lines per wavelength unit, increasing the total signal.

We have studied two types of recombination lines – radio recombination lines and optical recombination lines. The radio RLs arising in neutral hydrogen and carbon atoms have been widely observed and studied before (e.g., Gordon & Sorochno, 2002). The metal radio recombination lines from the Sun were proposed for observations in the late 1960s by Dupree (1968), but the observations have not been successful (Dravskikh & Dravskikh, 1969; Berger & Simon, 1972; Shimabukuro & Wilson, 1973) due to too optimistic theoretical predictions (Berger & Simon, 1972). According to our investigations, the metal recombination lines both from the Sun and some other astrophysical objects are detectable with the existing instrumentation (Docenko & Sunyaev, to be submitted).

The metal optical recombination lines arising in transitions between highly-excited states been studied before in detail only in relation to the Mg i 12-$\mu$m line (Carlsson et al., 1992). However, the optical RLs may provide much more information on the line-emitting region that the radio RLs. For example, due to interactions of the highly-excited electron with the atomic core, described in details in Appendix A, the optical RLs are shifted and split into several components, thus allowing to identify the parent ion, not only its ionic charge, like in the case of radio RLs (from Eq. (1.16) it is seen that the wavelength is independent on the atomic species).

We have developed a method allowing us to compute the optical recombination line emissivity accounting for the radiative and dielectronic recombination, radiative cascade and collisional $l$-redistribution processes. The search for the objects bright in these lines have resulted in finding that the metal-dominated ejecta of the young supernova remnant
1.4 The Cassiopeia A supernova remnant

The supernova remnant (SNR) Cassiopeia A is the youngest known SNR in the Galaxy and is rapidly evolving both dynamically and radiatively. Its high brightness at multiple wavebands, young age and proximity provide an excellent opportunity to study the presupernova star composition and shock wave interaction with the circumstellar medium and supernova ejecta.

Cassiopeia A (Cas A, also known as 3C 461 and G111.7-2.1) is situated at a distance of 3.4 kpc (Reed et al., 1995) and is currently about 330 years old, as deduced from the measurements of its fragment proper motions (Kamper & van den Bergh, 1976; Fesen et al., 2006). It is one of the brightest objects of the sky across the electromagnetic spectrum (except in the optical where its emission is highly absorbed). Cas A was first detected as a radio source by Ryle & Smith (1948) that provided its name (“A” denotes the brightest radio source of a constellation it is in). Several years later, it was identified with a diffuse optical feature by Baade & Minkowski (1954). Due to its brightness, Cas A is one of the primary targets for many new instruments. Detailed measurements of its flux, spectrum and morphology exist from 5 MHz to $\gamma$-rays at several TeV.

More specifically, Vinyaikin et al. (1987); Oya & Iizima (2003); Megn et al. (1993) report on the flux measurements, mapping and visibility function measurements at 5 – 25 MHz; Kassim et al. (1995) provides precise flux and spectral index maps between 75 and 330 MHz proving existence of ionized plasma inside the reverse shock; Baars et al. (1977) presents an accurate compilation of the Cas A radio spectrum from 300 to 3000 MHz; Wright et al. (1999); Liszt & Lucas (1999) report on measurements of the Cas A at millimeter wavelengths; the infrared observations are presented and reviewed by Hines et al. (2004); Ennis et al. (2006); Rho et al. (2008); latest optical and near-infrared photometry and spectroscopy are presented by Hurford & Fesen (1996); Gerardy & Fesen (2001); Fesen et al. (2006); the recent results of the X-ray observations are described by Willingale et al. (2002); Hwang et al. (2004); Lazendic et al. (2006); and, finally, the 0.3-5 TeV $\gamma$-ray detections from the Cas A are described by Aharonian et al. (2001); Albert et al. (2007).

It is surprising, however, that the supernova explosion itself has probably remained unnoticed. The possible identification with the star 3 Cas in the 17th century Flamsteed catalogue (Ashworth, 1980) is far from being certain (e.g., Kamp, 1980; Stephenson & Green, 2002). It is thought that the supernova explosion was either very weak intrinsically, or hidden by one of the dense molecular clouds mapped by Bieging & Crutcher (1986), as suggested by van den Bergh & Dodd (1970).

Figure 1.2 shows appearance of the Cas A in radio, mid-infrared, optical and X-ray bands. From this information we may derive the general structure of this supernova remnant.
Figure 1.2: Maps of the Cassiopeia A SNR in different wavebands constructed by the author. All images correspond to the same area on the sky and are $6.7 \times 6.2$ arcminutes in size. 

*top left* Radio image at 4.72 MHz taken by Very Large Array in April 2000 – April 2001.


*bottom left* Optical *Hubble Space Telescope* image obtained in December 2004.

*bottom right* X-ray image collected by *Chandra X-ray Observatory* in January 2000. The colors denote the photon energies (red – 0.5-1.6 keV, green – 1.6-2.2 keV, blue – 2.2-5.0 keV).
The supernova forward shock (the blast wave) is currently propagating through the interstellar medium and is visible in radio and X-ray maps as thin outermost tangential filaments and extended diffuse outer emission. The reverse shock is visible in all four maps. Its interaction with dense ejecta clouds (so-called fast-moving knots, FMKs) and still denser pre-supernova wind clouds (so-called quasi-stationary flocculae, QSF) produces most of the emission in optical and infrared bands. Some bright FMKs are seen also in X-ray or in radio maps, but there is no direct correspondence for all of the small-scale features (Delaney, 2004).

The X-ray emitting plasma has two distinct components. One, heated by the forward shock, has temperature of about 7 keV (1 keV energy corresponds to temperature of 1.16 × 10⁷ K) and roughly solar abundances. Another component has temperature about 1 keV and is dominated by oxygen instead of hydrogen. This plasma have been identified with the explosion ejecta heated by the passage of the reverse shock (Willingale et al., 2002; Laming & Hwang, 2003; Hwang & Laming, 2003). Its electron number density is of the order of several tens cm⁻³ (Lazendic et al., 2006), i.e., this plasma is much more dilute than the optically-emitting plasma (see below). Surprisingly, the X-ray observations imply that at least some of the X-ray-bright knots do not represent denser material, in contrast to the optical knots (Laming & Hwang, 2003).

Based on the relative intensities of the He-like Si XIII Heα lines, the high-resolution X-ray observations have confidently showed that the metal-dominated X-ray-bright knots are out of the ionization equilibrium, i.e. they were recently crossed by the reverse shock wave (Lazendic et al., 2006).

The X-ray observations also provided an estimate of the absorbing ISM column density of \( N_\text{H} \approx 1.5 \times 10^{22} \) cm⁻². As shown by Keohane et al. (1996), this is about a factor of 3 – 5 higher than the column density in the neutral hydrogen inferred from the 21-cm line observations (Bieging et al., 1991), with the additional column density probably provided by the hotter interstellar gas or colder molecular gas (Revnusko & Goss, 2002).

The optical emission is comprised of narrow forbidden lines of O, S and Ar ions highly absorbed in the intervening interstellar medium of the Perseus and Orion arms of the Galaxy (the least absorbed northern part of the Cas A has measured extinction of \( A_V \approx 5 \) (Hurford & Fesen, 1996), while some of other parts have \( A_V \) reaching up to \( 10^{-15} \) (Bieging & Crutcher, 1986)).

Analysis of these optical forbidden lines allowed Peimbert & van den Bergh (1971) and Chevalier & Kirshner (1978, 1979) to make the first analysis of the FMK composition and determine their highly unusual nature. The line-emitting region temperatures and electron densities were estimated to be around \((1 – 5) \times 10^4 \) K and \((1 – 50) \times 10^3 \) cm⁻³.

Since then, there have been published several theoretical models that describe the optical line emission originating near the reverse shock front in the pure oxyge or oxygen-dominated plasmas (Itoh, 1981a,b; Borkowski & Shull, 1990; Sutherland & Dopita, 1995b). Some of these models are rather successful in describing the optical spectra of Cas A and other oxygen-rich supernova remnants, but they are obviously not accounting for all relevant physical effects.

The effects of elements other than oxygen are accounted in just one of the models.
the effects of the thermal electron conductivity - just in one other model (Borkowski & Shull, 1990). No models account for the potentially important effect of the shock structure modification due to particle acceleration on the shock front (Berezhko & Völk, 2004), no models account for the energy losses via the infrared emission of the dust particles (Chapter 4), all models are one-dimensional and therefore cannot treat the hydrodynamic flows and instabilities affecting the post-shock region (Itoh, 1986), etc. As a result of scarce model coverage of relevant parameter space the model predictions for the infrared line fluxes differ by orders of magnitude.

Most of the infrared emission is coming from the dust. This continuum emission was recently decomposed into multiple components by Rho et al. (2008). The dust continuum comprises about 90% of all energy emitted by the FMKs in the wavelength range of the Spitzer Space Telescope (between 6 and 40 µm). Derived dust temperatures are around 100 K (in the range from 60 to 150 K for most of the components) and estimated dust-to-gas mass ratio is of the order of unity (see Section 4.5.3). The fact that the dust emission morphology near 20 µm is very similar to the optical morphology shows that at this wavelength we see only the dust that is currently heated by the ultraviolet and X-ray emission coming from the reverse shock front.

The observational maps of Cas A still contain a lot of not fully understood details:

- the origin of its complicated morphology with “jets”, “holes”, “filaments” (however, several models have been proposed to solve this problem by, e.g., Markert et al. (1983); Willingale et al. (2003a); Wheeler et al. (2008)),
- details of the pre-supernova star structure and element mixing in the explosion (Hughes et al., 2000; Ennis et al., 2006),
- element production yields and ejecta composition (Kifonidis et al., 2003; Fröhlich et al., 2006),
- dust production in the explosion and its evolution (Dunne et al., 2004),
- full interpretation of the complex X-ray spectra (Hwang & Laming, 2003), including prediction of the fluxes from the FMK theoretical model, etc.

In Chapter 3 of the thesis we propose a rich new diagnostic technique – optical recombination lines – allowing to detect all dominant ions of all elements from the optically-bright ejecta knot spectra. It is shown there that these lines may be confidently detected with the existing ground-based optical telescopes.

The Chapter 4 contains results of another work that was started as we have realized that there is enough information for a more detailed analysis of the ejecta chemical composition and physical conditions available from the existing near-, mid- and far-infrared spectra of the SNR.
1.5 Structure of the thesis

The main part of the thesis is laid out as follows.

In Chapter 2, we present our study of astrophysical applications of the metal HFS lines and predict the expected signal in these lines from a variety of objects, such as old supernova remnants, hot interstellar medium and the warm-hot intergalactic medium. We show that only the $^{14}\text{Ne} \text{vii}$ line at 5.652 mm is observable using existing instruments and that it may provide information on the WHIM in the temperature range about $10^6$ K, that is currently impossible to obtain by any other means. The HFS lines of other ions from these objects will become observable as the planned radio interferometers start their operation.

In Chapter 3, we develop a new method allowing to compute theoretically the emissivities of the optical recombination lines of metal ions, focusing on their application for studies of the Cas A fast-moving knots. We show that the lines of oxygen as well as other metals should be observable with the existing optical telescopes. We also compute the line shifts and splittings that allow one to identify the ion producing the lines. Extensive tables containing the line positions and emissivities resulting from our computations are available as an online supplement at the CDS.

In Chapter 4, we use the archival observations of ISO and Spitzer space observatories together with the published results of near-infrared observations of the Cas A fast-moving knots to infer the details of their structure. The results qualitatively confirm existing theoretical FMK models, but also show some quantitative differences. We were also able to make model-independent estimates of the physical parameters in the post-shock photoionized region of the FMKs that show significant deviations from the model-predicted values.

Finally, in Chapter 5, we summarize the major results.

The results presented in the Chapters 2 and 3 have been or are being published. The Chapter 4 results are submitted for publication and at the time of writing we are awaiting the referee report.

The Appendices contain supplementary information that appeared in the appendices of the papers. The readers unfamiliar with the elementary processes determining the recombination line emissivities are referred to Appendix A containing detailed information on this topic.

---
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Chapter 2

Hydrogen-like nitrogen radio line from hot interstellar and warm-hot intergalactic gas


R.A. Sunyaev and D. Docenko
Abstract

Hyperfine structure lines of highly-charged ions may open a new window in observations of hot rarefied astrophysical plasmas. In this paper we discuss spectral lines of isotopes and ions abundant at temperatures $10^5 - 10^7$ K, characteristic for warm-hot intergalactic medium, hot interstellar medium, starburst galaxies, their superwinds and young supernova remnants. Observations of these lines will allow to study bulk and turbulent motions of the observed target and will broaden the information about the gas ionization state, chemical and isotopic composition.

The most prospective is the line of the major nitrogen isotope having wavelength $\lambda = 5.65$ mm (Sunyaev & Churazov, 1984). Wavelength of this line is well-suited for observation of objects at $z \approx 0.15 - 0.6$ when it is redshifted to $6.5 - 9$ mm spectral band widely-used in ground-based radio observations, and, for example, for $z \geq 1.3$, when the line can be observed in $1.3$ cm band and at lower frequencies. Modern and future radio telescopes and interferometers are able to observe the absorption by $^{14}$N VII in the warm-hot intergalactic medium at redshifts above $z \approx 0.15$ in spectra of brightest mm-band sources. Sub-millimeter emission lines of several most abundant isotopes having hyperfine splitting might also be detected in spectra of young supernova remnants.

PACS: 32.10.Fn, 98.62.Ra, 98.38.-j, 98.58.-w, 32.30.Bv

Keywords: hyperfine structure, intergalactic gas, supernova remnants, radio lines
2.1 Introduction

In the temperature range $10^5 - 10^7$ K the most abundant ion having hyperfine splitting of the ground state is the H-like ion of the major nitrogen isotope $^{14}$N VII with line in radio range at around 5.64 mm (Sunyaev & Churazov, 1984). This wavelength of transition between its hyperfine structure (HFS) components has been estimated with high precision to be $\lambda = 5.6519(11)$ mm (Shabaev et al., 1995). Wavelength of this line is well suited for observation of objects at $z \approx 0.15 - 0.6$ when it is redshifted to 6.5 – 9 mm spectral band widely-used in ground-based radio observations, and, for example, for $z \geq 1.3$, when the line can be observed in 1.3 cm band and at lower frequencies. Unfortunately, for our Galaxy and its vicinity with $z < 0.1$ it is difficult to observe this line due to atmospheric absorption. Possibly, this is the main reason why there have been no attempts to observe it from the ground after this line was reported by Sunyaev & Churazov (1984) as a promising candidate for detection of hot rarefied plasmas. Till now astrophysical plasma at such temperatures has been studied only by rocket-based instruments and space ultraviolet and soft X-ray missions such as ROSAT, FUSE, Suzaku, Chandra and XMM-Newton.

One of important and interesting predictions of large-scale structure simulations using hydrodynamical approach is the existence of rarefied intergalactic gas heated to temperatures $T \approx 10^5 - 10^7$ K. This warm-hot intergalactic medium (WHIM, e.g., Cen & Ostriker (1999) and Croft et al. (2001); Davé et al. (2001)) contains dominant fraction of barions in the present Universe (according to the cosmic census of barions made by Fukugita & Peebles (2004)), but is practically unobserved till now. Computations by Hellsten et al. (1998); Cen & Ostriker (1999) show that heavy element abundances in it rise sharply in regions of higher temperature and density reaching values close to the solar ones.

There were many attempts to observe the WHIM at $z > 0$, but till now only far-ultraviolet absorption lines of lithium-like oxygen ($\lambda \lambda = 1032, 1038 \ \text{Å}$) have been detected by Hubble Space Telescope for $z > 0.12$ and by FUSE spacecraft for $z < 0.15$ (e.g., Danforth & Shull (2005)). Despite many attempts using orbital telescopes Chandra and Suzaku (Takei et al., 2007), O VII and O VIII soft X-ray lines for $z > 0$ are evading detection till now (for example, reported case of detection in Nicastro et al. (2005) was recently criticized by Rasmussen et al. (2007) and Kaastra et al. (2006)). Realization of planned proposals considering the micro-calorimeter X-ray sky surveys (e.g., Sanders et al. (2003)) will certainly highly increase the probability to detect soft X-ray emission and absorption lines from the WHIM.

It is obvious that existence of ground-based methods of detection of this gas will bring a lot of additional strength in such efforts. We are proposing radio observations of hyperfine structure lines of highly-charged ions in sub-millimeter to centimeter bands as a way to get additional information about the velocity field, mass, temperature and chemical abundance distribution of the warm-hot intergalactic medium.

It is important to mention that spectral resolution of radio detectors is better than even that of micro-calorimeters. Therefore these lines might permit to look for turbulence and bulk motions in the objects of interest (Inogamov & Sunyaev, 2003). In addition, radio methods do not only probe the absorption lines in spectra of brightest radio sources in
millimeter spectral band, but also the corresponding emission of the gas.

None of the lines we are discussing was detected so far neither in astrophysical objects, nor in physical laboratory conditions. Simplest estimates using well-known relativistic corrections and approximations \cite{Sobelman1979} give precision of the HFS line wavelength on the order of few percents. The list of hyperfine structure lines of interest for study of hot plasmas, published by Sunyaev and Churazov \cite{SunyaevChurazov1984}, attracted attention of atomic physicists. Zhang and Sampson \cite{ZhangSampson1997, ZhangSampson2000} made computations of electronic excitation of HFS levels in plasmas using relativistic distorted-wave method, accounting for resonance effects. Shabaev et al. \cite{Shabaev1995, Shabaev1997} calculated more precise transition wavelengths using a combination of configuration interaction Hartree-Fock method and the $\frac{1}{2}$ perturbation theory.

Observations of supernova remnants brightest in soft X-ray band (according to ROSAT All-Sky Survey \cite{Voges1999} and recent XMM-Newton studies) indicate the most prospective objects to search for HFS line emission. Knowledge of the studied object radial velocity from optical observations will allow to measure wavelengths of the lines with precision of at least 10 km/s (corresponding to wavelength uncertainty of 30 ppm) that is better than the theoretical estimate precision (200 ppm or more). Knowledge of exact wavelengths will also be very important for study and identification of absorption lines from WHIM filaments. Additionally, one must not forget that such theoretical computations should always be confirmed by experimental measurements.

Among such brightest targets we made estimates of brightness of particular HFS lines arising in Cygnus Loop, North Polar Spur, Vela XYZ, N157B and Cas A supernova remnants (SNR). Our estimates show that in all these objects (except for too hot Cas A) the line of $^{14}$N VII is the brightest. Unfortunately, it is subject to atmospheric obscuration.

At Chajnantor plain height ($h \approx 5100$ m, where APEX telescope is operating and Atacama Cosmology Telescope and ALMA interferometer are being built) the air specific attenuation is already significantly less than on the sea level (0.2 vs. 1.1 dB/km at 53 GHz, Liebe et al. \cite{Liebe1992}) and atmospheric transmission of $^{14}$N VII line may be as high as 30–50\% \cite{Schwab1989}. This opens a possibility of direct detection of nitrogen radio line from bright supernova remnants of the southern skies and the Cygnus Loop. High-altitude radio telescopes, naturally, are able to observe this line also at much lower redshifts than the instruments at the sea level.

There are many well-studied star-forming galaxies at redshifts $z = 0.2 - 0.5$ which should have a lot of relatively young supernova remnants with gas in interesting range of temperatures. Such SNRs and galaxies as a whole would be extremely interesting objects to study by means of hyperfine structure lines using existing (such as Green Bank Telescope and VLA) and future (such as Square Kilometer Array and ALMA) radio telescopes and interferometers. Hyperfine lines might be bright also in strong outflows of the hot gas from star-forming galaxies (e.g., Martin \cite{Martin1999}). It is commonly believed that such galactic winds is one of the ways of the intergalactic medium heavy element enrichment.

Hyperfine line observations in principle permit to separate contributions of heliospheric charge-exchange emission and of the Local Hot Bubble, that is now constituting a hardly
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solvable problem for soft X-ray measurements (e.g., Smith et al. (2005)). This becomes possible due to HFS line emissivity dependence on the plasma density (see below), and the fact that the solar wind is much denser than the gas of the Local Bubble.

The Galaxy is essentially transparent in millimeter band. Therefore the HFS lines allow studying objects that are strongly obscured in visible and soft X-ray bands. Line emission will mostly probe young supernova remnants, but the total absorption column in HFS lines is a measure of hot \( T \approx 10^6 \) K interstellar gas in the Galaxy, thus being complimentary to H I 21 cm line probing neutral interstellar medium (ISM).

In case of observations of young supernova remnants where the bulk of emission is coming from the enriched material, it becomes possible to measure the isotopic composition by comparing the HFS line intensity (sensitive to just one isotope) with X-ray lines of the same element (produced by all isotopes).

The structure of the paper is the following. In the first part we are presenting wavelengths and other data on the most abundant isotopes in the temperature range \( 10^5 - 10^7 \) K having hyperfine structure lines in sub-millimeter, millimeter and centimeter bands. We are discussing sub-millimeter lines in connection with ALMA array being able to observe in this spectral band. We are also computing the HFS level population as a function of electron density and radiation temperature for different transitions. In the second part we are presenting the results of the emission line differential brightness temperature computations from some of the brightest objects in our Galaxy and its surroundings. In the last Section we are presenting our estimates of HFS absorption line optical depth arising in WHIM and hot ISM.

2.2 Hyperfine structure transitions

Isotopic abundances \( X_{\text{iso}} \) (a product of solar elemental abundances from Grevesse & Sauval (1998) and Earth-measured isotopic mole fractions by Courtev et al. (2005)) clearly show (see Table 2.1) that among isotopes having non-zero nuclear spin the \(^{14}\text{N}\) is the most abundant after hydrogen. Its hydrogen-like and lithium-like ions have a hyperfine splitting of the ground state and produce hyperfine structure (HFS) line in spectra of objects with temperatures appropriate for existence of such ions. We include these ions in our analysis, as well as several less abundant H-like and Li-like ions of \(^{13}\text{C}\), \(^{17}\text{O}\), \(^{25}\text{Mg}\), \(^{27}\text{Al}\), \(^{29}\text{Si}\) and \(^{33}\text{S}\) (see Figure 2.1).

Non-relativistic formula of hyperfine splitting energy (Sobelman, 1979) of one-electron ion in \( ns \ ^2S_{1/2} \) state is (in Rydbergs)

\[
\Delta E_{\text{HFS}} = \frac{8 \mu^2}{3 I} \cdot \frac{\alpha^2 Z^3 m_e}{n^3 m_p} \cdot (I + 1/2) \text{ Ry},
\]

where \( \mu \) is the nuclear magnetic moment, \( I \) is the nuclear spin, \( \alpha \) is the fine structure splitting constant, \( Z \) is the nuclear charge, \( m_e \) and \( m_p \) are electron and proton mass and \( n \) is the principal quantum number of the level. Sharp (cubic) dependence on the
Figure 2.1: Abundance $X = X_{\text{ion}}(T) \cdot X_{\text{iso}}$ of discussed ions of isotopes at WHIM, SNR and hot ISM temperatures. Collisional ionization equilibrium ionic fractions $X_{\text{ion}}(T)$, solar elemental abundances and Earth isotopic mole fractions are assumed. Left and right panels present data on H-like ions and Li-like ions respectively. Note the difference in the vertical scale.
Table 2.1: Parameters of transitions between the ground state hyperfine sublevels: wavelengths \(\lambda\), transition rates \(A_{ul}\) and absorption cross-sections \(\sigma\) for velocity dispersion of 30 km/s. \(X_{iso}\) denotes isotopic fraction relative to hydrogen. Table also includes nuclear spin \(I\) and nuclear magnetic moment \(\mu\) expressed in nuclear magnetons (nm).

<table>
<thead>
<tr>
<th>Isotope, ion</th>
<th>(X_{iso})</th>
<th>(I)</th>
<th>(\mu), nm</th>
<th>(\lambda), mm</th>
<th>(A_{ul}), s(^{-1})</th>
<th>(\sigma), cm(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>13C VI</td>
<td>3.5 (\cdot) 10(^{-6})</td>
<td>1/2</td>
<td>+0.7024118(14)</td>
<td>3.8740(8)</td>
<td>4.639(3) (\cdot) 10(^{-10})</td>
<td>6.05 (\cdot) 10(^{-19})</td>
</tr>
<tr>
<td>14N V</td>
<td>8.3 (\cdot) 10(^{-6})</td>
<td>1</td>
<td>+0.40376100(6)</td>
<td>70.72(4)</td>
<td>1.018(2) (\cdot) 10(^{-13})</td>
<td>5.39 (\cdot) 10(^{-19})</td>
</tr>
<tr>
<td>14N VII</td>
<td>8.3 (\cdot) 10(^{-5})</td>
<td>1</td>
<td>+0.40376100(6)</td>
<td>5.6519(11)</td>
<td>1.9920(12) (\cdot) 10(^{-10})</td>
<td>5.39 (\cdot) 10(^{-19})</td>
</tr>
<tr>
<td>17O VI</td>
<td>3.2 (\cdot) 10(^{-7})</td>
<td>5/2</td>
<td>-1.89379(9)</td>
<td>11.813(7)</td>
<td>3.818(7) (\cdot) 10(^{-11})</td>
<td>3.37 (\cdot) 10(^{-19})</td>
</tr>
<tr>
<td>17O VIII</td>
<td>3.2 (\cdot) 10(^{-7})</td>
<td>5/2</td>
<td>-1.89379(9)</td>
<td>1.0085(2)</td>
<td>6.136(4) (\cdot) 10(^{-5})</td>
<td>3.37 (\cdot) 10(^{-19})</td>
</tr>
<tr>
<td>25Mg X</td>
<td>3.8 (\cdot) 10(^{-6})</td>
<td>5/2</td>
<td>-0.85545(8)</td>
<td>6.680(4)</td>
<td>2.111(4) (\cdot) 10(^{-10})</td>
<td>3.37 (\cdot) 10(^{-19})</td>
</tr>
<tr>
<td>26Mg XII</td>
<td>3.8 (\cdot) 10(^{-6})</td>
<td>5/2</td>
<td>-0.85545(8)</td>
<td>0.65809(13)</td>
<td>2.2083(13) (\cdot) 10(^{-7})</td>
<td>3.37 (\cdot) 10(^{-19})</td>
</tr>
<tr>
<td>27Al XI</td>
<td>2.9 (\cdot) 10(^{-6})</td>
<td>5/2</td>
<td>+3.6415069(7)</td>
<td>1.2060(7)</td>
<td>2.563(5) (\cdot) 10(^{-5})</td>
<td>4.71 (\cdot) 10(^{-19})</td>
</tr>
<tr>
<td>28Si XII</td>
<td>1.7 (\cdot) 10(^{-6})</td>
<td>1/2</td>
<td>-0.55529(3)</td>
<td>3.725(2)</td>
<td>1.566(3) (\cdot) 10(^{-9})</td>
<td>2.01 (\cdot) 10(^{-19})</td>
</tr>
<tr>
<td>29Si XIV</td>
<td>1.7 (\cdot) 10(^{-6})</td>
<td>1/2</td>
<td>-0.55529(3)</td>
<td>0.38165(7)</td>
<td>1.4557(8) (\cdot) 10(^{-6})</td>
<td>2.01 (\cdot) 10(^{-19})</td>
</tr>
<tr>
<td>33S XIV</td>
<td>1.6 (\cdot) 10(^{-7})</td>
<td>3/2</td>
<td>+0.6438212(14)</td>
<td>3.123(2)</td>
<td>1.328(3) (\cdot) 10(^{-9})</td>
<td>5.05 (\cdot) 10(^{-19})</td>
</tr>
</tbody>
</table>

nuclear charge \(Z\) is seen. Radiation transition probability depends on \(Z\) even more sharply (proportional to \(\Delta E_{HFS}^{3}\)), therefore to \(Z^{9}\), see below), that makes HFS transitions in high-
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More precise wavelengths of hyperfine structure transitions are taken from Shabaev et al. (1995, 1997), except for H-like ions \(^{25}\)Mg XII and \(^{26}\)Si XIV where formulas given in Shabaev (1994) were utilized directly. Transition rates are then computed using well-known formula (Sobelman et al. 1981) that in case of H-like and Li-like ions takes the form

\[
A(F \rightarrow F - 1) = \frac{1}{\lambda_{\text{mm}}^{3}} A(F - 1 \rightarrow F) = 1.0789 \cdot 10^{-7} \frac{1}{\lambda_{\text{mm}}} \cdot \left(\frac{\lambda}{\text{mm}}\right)^{-3} \text{s}^{-1},
\]

(2.1)

where \(F\) is the largest of the two sublevel total atomic angular momenta and \(\lambda_{\text{mm}}\) is the transition wavelength expressed in mm. Note that in case of negative nuclear magnetic moment \(\mu\) the sublevel with total angular momentum \(F - 1\) has energy larger than one of \(F\).

Absorption cross-section \(\sigma\) is Sobolev (1963):

\[
\sigma = \frac{\lambda^{2}}{8\pi} g_{u} \phi(\nu) A_{ul},
\]

(2.2)

where \(g_{u}\) and \(g_{l}\) are hyperfine sublevel weights, \(\phi(\nu)\) is a spectral line profile, normalized such that \(\int_{-\infty}^{\infty} \phi(\nu) d\nu = 1\) and \(A_{ul}\) is the spontaneous transition rate from the upper hyperfine sublevel \(u\) to the lower \(l\).
Near the center of a spectral line $\phi(\nu) \approx (\sqrt{\pi} \Delta \nu_D)^{-1}$, where the Doppler line width $\Delta \nu_D$ is arising due to thermal and turbulent motions of particles in plasma (thermal motion velocity $v_{th}$ of nitrogen ions at temperature $10^6$ K is about 34 km/s). Inserting this expression into equation (2.2), we obtain:

$$\sigma = \frac{\lambda^3}{8\pi^{3/2}} \frac{g_u}{v} g_l A_{ul}. \quad (2.3)$$

It is seen that the absorption cross-section is not dependent directly on the nuclear charge, as the radiative transition rate dependence on the wavelength is canceled by the $\lambda^3$ factor.

In Table 2.1 we present parameters of HFS transitions, such as wavelengths, transition rates and absorption cross-sections. Abundances of ions (taken from Mazzotta et al. (1998)) of isotopes of interest as functions of temperature are shown on Figure 2.1.

HFS sublevel electron collisional excitation collision strength values for $^{13}$C VI and $^{14}$N VII are given by Zhang & Sampson (1997). For other H-like ions they were obtained by scaling along isoelectronic sequence (Beigman, private communication). Respective electron-impact fine-structure excitation cross-sections for lithium-like ions were taken from Fisher et al. (1997). Already Sunyaev & Churazov (1984) noticed that this is the main channel of the ground-state HFS excitation in Li-like ions.

Spectral line emissivity was then computed as

$$\varepsilon = D(T_R, n_e) X_{ion}(T) X_{iso} C_{lu}(T),$$

where $D(T_R, n_e)$ is the correction factor defined below, $X_{ion}(T)$ is ionic abundance (taken from Mazzotta et al. (1998)), $X_{iso}$ is absolute isotopic abundance relative to hydrogen and $C_{lu}(T)$ is the excitation rate coefficient from level $l$ to level $u$, obtained either from excitation cross-sections or from collision strengths. Resulting line emissivities as functions of temperature are shown on Figure 2.2.

2.2.1 Optical depth and emissivity corrections

Computing line emissivity as well as line optical depth, one has to account for change in the hyperfine sublevel population due to interaction with cosmic microwave background (CMB) radiation and collisional processes. Both these effects diminish spectral line emissivity and line optical depth (see below).

If we characterize external radiation fields with effective temperature $T_R$ at the frequency of transition (in the majority of cases it will be equal to the CMB temperature$^1$), the stationary upper-to-lower hyperfine sublevel population ratio is expressed as (e.g., D'Cruz et al. (1998); Liang et al. (1997))

$$\frac{n_u}{n_l} = \frac{g_u}{g_l} \frac{N + n_e/n_{cr}}{1 + N + n_e/n_{cr}}, \quad (2.4)$$

$^1$In the vicinity of strong radio sources this effective temperature will be somewhat higher. For the specific sources we are considering, the highest effective temperature is in the Cas A supernova remnant additionally contributing at wavelength 6.5 mm about 1 K to the CMB (Baars et al., 1977).
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Figure 2.2: Emissivity $\varepsilon$, $\text{cm}^3/\text{s}$, of hyperfine structure transitions of discussed ions. Curves are valid for negligibly low electron density and take into account CMB radiation field at redshift $z = 0$. Left and right panels present data on H-like and Li-like ions respectively.
where \( n_e \) denote the electron number density, and the photon occupation number is \( N = \left[ \exp \left( \frac{\hbar \nu}{kT_R} \right) - 1 \right]^{-1} \). Here

\[
   n_{cr} \equiv \frac{A_{ul}}{C_{ul}} = \frac{g_u}{g_l} \cdot \frac{A_{ul}}{C_{lu}}
\]

define critical electron number density. Its values for HFS transitions are given in Table 2.2 for isotopes with \( n_{cr} < 500 \text{ cm}^{-3} \). HFS level population ratio \( n_u/n_l \) as a function of electron number density is shown in Figure 2.3.

Then the intensity and optical depth multiplicative correction factor is

\[
   D(T_R, n_e) = \frac{1}{1 + \left( 1 + \frac{g_u}{g_l} \right) \left( N + \frac{n_e}{n_{cr}} \right)}.
\]

(2.5)

In case of \( n_e \ll n_{cr} \) this expression reduces to

\[
   D(T_R, 0) = \frac{1 - \exp(-\hbar \nu / kT_R)}{1 + \frac{g_u}{g_l} \exp(-\hbar \nu / kT_R)}.
\]

(2.6)

Correction coefficients for zero redshift are given in Table 2.2 and Figure 2.4 using \( T_{R0} = 2.725 \text{ K} \). We also present correction coefficient as a function of redshift \( z \) for some of relevant transitions on Figure 2.5.

In the opposite case of \( n_e \gg n_{cr} \)

\[
   D(T_R, n_e \rightarrow \infty) = \frac{n_{cr}}{n_e} \cdot \frac{1}{1 + \frac{g_u}{g_l}},
\]

(2.7)

hence the absorption line optical depth depends only on the path length and not on the actual density value. This means that there is a lower limit on absorbing medium path length \( l_{min} \), that may give rise to a given optical depth \( \tau \). Its approximate values for \( \tau = 0.1\% \) are given in Table 2.2. To determine it, we assume solar elemental abundances and maximum ionization fractions (respectively, 0.3 for Li-like and 0.5 for H-like ions). From this Table it can be seen immediately that only larger objects, such as WHIM filaments or large amounts of hot ISM, are observable in absorption. We note that intensities of \( ^{14}\text{N} \text{V} \) and \( ^{17}\text{O} \text{VI} \) hyperfine lines are strongly diminished due to small critical densities of corresponding transitions.

The same effect will make the emission line intensity in high-density environments to be proportional not to emission measure \( \int n_e^2 dl \), but to \( \int n_e n_{cr} dl \), thus relatively diminishing contribution from the denser regions. This allows one in principle to separate highly-charged ion line emission of the heliospheric and geocoronal charge-exchange reactions from the Galactic halo or Local Bubble emission, that is now virtually impossible for soft X-ray observatories (see also below).

Emissivity of HFS lines of Li-like ions, from the other side, can be enhanced by the resonance excitation by the fine structure lines of the same ions (Field, 1958; Sunyaev & Churazov, 1984) situated in the far ultraviolet and having large resonance scattering cross-sections.
2.3 Emission lines from hot ISM and supernova remnants

2.3.1 Overview of the brightest objects

To be bright in hyperfine structure emission lines, the plasma should have high emission measure and appropriate temperature. Besides, among objects of equal emission measure the least dense will be the brightest due to diminishing of the \( D(T_r, n_e) \) with density, as described in the previous section.

Therefore the main types of objects with expected bright emission lines are young and middle-aged supernova remnants (SNR) and the hot interstellar medium (ISM) including galactic halos. As the same H-like ions that we are considering have spectral lines in the soft X-ray band, the objects with bright X-ray lines should also be bright in HFS lines.

According to these selection criteria, we have chosen several objects with parameters given in the Table 2.3. They include Vela XYZ (Lu & Aschenbach, 2000), Cygnus Loop (Decourchelle et al., 1997) and Cassiopeia A (Lazendic et al., 2006) Galactic supernova remnants, bright supernova remnant N157B (Chen et al., 2006) in Large Magellanic Cloud and hot interstellar gas in the Local Hot Bubble, cool Galactic halo and North Polar Spur (Willingale et al., 2003b). All of the bright spots considered in these objects are diffuse (i.e., larger than or comparable to the radio telescope angular resolution), therefore we use the notion of differential brightness temperature \( T_b \) in our analysis.

Young supernova remnant Cassiopeia A (Cas A) stands separate in this list as its brightest regions contain material strongly enriched in the supernova explosion. In the considered regions R1, R3 and R4 from Lazendic et al. (2006) the oxygen ions are dominant (constituting more than 80 – 90% by mass), hence the abundances of oxygen, magnesium, silicon and sulphur isotopes of interest may be about three orders of magnitude higher than

Table 2.2: Radiative correction coefficients (for redshift \( z = 0 \)) and critical density values (at \( T = 10^6 \text{ K} \)) for relevant HFS transitions. The last column contains minimum path length necessary for achieving optical depth of 0.1%.

<table>
<thead>
<tr>
<th>Isotope, ion</th>
<th>( D(T_{R0}, 0) )</th>
<th>( n_{cr}, \text{ cm}^{-3} )</th>
<th>( l_{min}, \text{ kpc} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{13}\text{C} \text{VI} )</td>
<td>0.421</td>
<td>4.1</td>
<td>0.3</td>
</tr>
<tr>
<td>(^{14}\text{N} \text{V} )</td>
<td>0.0252</td>
<td>8.5 ( \times ) ( 10^{-5} )</td>
<td>900</td>
</tr>
<tr>
<td>(^{14}\text{N} \text{VII} )</td>
<td>0.340</td>
<td>1.7</td>
<td>0.03</td>
</tr>
<tr>
<td>(^{17}\text{O} \text{VI} )</td>
<td>0.247</td>
<td>0.0017</td>
<td>9000</td>
</tr>
<tr>
<td>(^{17}\text{O} \text{VII} )</td>
<td>0.991</td>
<td>380</td>
<td>0.03</td>
</tr>
<tr>
<td>(^{25}\text{Mg} \text{X} )</td>
<td>0.413</td>
<td>0.034</td>
<td>50</td>
</tr>
<tr>
<td>(^{27}\text{Al} \text{XI} )</td>
<td>0.970</td>
<td>10.2</td>
<td>0.10</td>
</tr>
<tr>
<td>(^{29}\text{Si} \text{XII} )</td>
<td>0.701</td>
<td>0.18</td>
<td>25</td>
</tr>
<tr>
<td>(^{33}\text{S} \text{XIV} )</td>
<td>0.624</td>
<td>1.77</td>
<td>18</td>
</tr>
</tbody>
</table>
The \(^{14}\)N VII HFS line from hot ISM and WHIM

Figure 2.3: Upper-to-lower hyperfine sublevel population ratio \(n_u/n_l\) as a function of electron number density \(n_e\) at \(z = 0\). Behavior in the limiting case of low \(n_e\) is determined by CMB radiation field (see Eq. (2.6)).

Table 2.3: Objects expected to be bright in HFS lines and discussed further include several supernova remnants, such as Vela XYZ, N157B, Cygnus Loop (CL) and Cassiopeia A and some galactic objects such as as Local Hot Bubble (LHB), cool Galactic halo (CGH) and North Polar Spur (NPS). Rough estimates for hot interstellar medium (HISM) in the plane of the Milky Way is also given. Table includes distance to the object \(d\), bright fragment angular size \(\theta\), its average electron density \(n_e\) and temperature \(T_e\), linear extent \(l\), emission measure \(n_e^2l\) and equatorial J2000 coordinates.

<table>
<thead>
<tr>
<th></th>
<th>LHB</th>
<th>CGH</th>
<th>NPS</th>
<th>Vela</th>
<th>N157B</th>
<th>CL</th>
<th>Cas A</th>
<th>HISM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(d, \text{kpc})</td>
<td>—</td>
<td>0.4</td>
<td>0.1</td>
<td>0.25</td>
<td>50</td>
<td>0.44</td>
<td>3.4</td>
<td>—</td>
</tr>
<tr>
<td>(\theta)</td>
<td>30’</td>
<td>30’</td>
<td>30’</td>
<td>&gt; 5’</td>
<td>1’</td>
<td>5’</td>
<td>5”</td>
<td>—</td>
</tr>
<tr>
<td>(n_e, \text{cm}^{-3})</td>
<td>0.010</td>
<td>0.010</td>
<td>0.031</td>
<td>0.5</td>
<td>3.8</td>
<td>5.5</td>
<td>160</td>
<td>0.01</td>
</tr>
<tr>
<td>(kT_e, \text{keV})</td>
<td>0.10</td>
<td>0.10</td>
<td>0.26</td>
<td>0.12</td>
<td>0.23</td>
<td>0.12</td>
<td>0.77</td>
<td>0.10</td>
</tr>
<tr>
<td>(l, \text{pc})</td>
<td>60</td>
<td>1000</td>
<td>160</td>
<td>160</td>
<td>14</td>
<td>1.2</td>
<td>0.08</td>
<td>3000</td>
</tr>
<tr>
<td>RA, J2000</td>
<td>(16^h42^m)</td>
<td>(16^h26^m)</td>
<td>(16^h26^m)</td>
<td>(08^h57^m)</td>
<td>(05^h37^m54^s)</td>
<td>(20^h56^m)</td>
<td>(23^h23^m35^s)</td>
<td>—</td>
</tr>
<tr>
<td>Dec, J2000</td>
<td>(02^\circ19’)</td>
<td>(03^\circ11’)</td>
<td>(03^\circ11’)</td>
<td>(-45^\circ00’)</td>
<td>(-69^\circ09’)</td>
<td>50”</td>
<td>32°11’</td>
<td>58°50’05”</td>
</tr>
<tr>
<td>(n_e^2l, \text{cm}^{-6}\text{pc})</td>
<td>0.005</td>
<td>0.088</td>
<td>0.13</td>
<td>2.2</td>
<td>200</td>
<td>35</td>
<td>1000</td>
<td>0.3</td>
</tr>
</tbody>
</table>
Figure 2.4: Correction coefficient $D(T_{R0}, n_e)$ as a function of electron density $n_e$ for zero redshift, i.e. for $T_{R0} = 2.725$ K. Left and right panels present data on H-like ions and Li-like ions respectively.
in other cases, if making rather natural assumption of Earth isotopic mole fractions. This is the main reason of high-intensity signal coming from Cas A (see Table 2.4). Detection of these isotopes will give important information about nuclear processes leading to formation of isotopes of $\alpha$-elements before and during a supernova explosion.

We use a simple model to estimate emission and absorption in the hot interstellar medium (HISM) of the Milky Way. For this we assume the same temperature and density as in the Local Hot Bubble (see Table 2.3), but take the path length of 3 kpc (from the total path through the Galaxy of 15 kpc and hot ISM filling fraction of 20%).

### 2.3.2 Emission line intensity estimates

From the beginning let us discuss the $^{14}$N VII emission line arising in distant ($z > 0$) sources. First let us estimate a possibility of its detection from halo of a spiral galaxy. Assuming Milky Way parameters (see above), galactic halo volume emission measure is $n_e^2 V \approx 1 \cdot 10^{63}$ cm$^{-3}$. HFS line emissivity for temperature $T \approx 1.5 \cdot 10^6$ K is $3 \cdot 10^{-15}$ cm$^3$/s (see Figure 2.2). Assuming solar nitrogen abundance, the luminosity in the $^{14}$N VII spectral line is about $1 \cdot 10^{33}$ erg/s.

Another sources of the $^{14}$N VII HFS emission are supernova remnants (this has been suggested already by Sunyaev & Churazov (1984)) at age between one and ten thousand years. As a numeric example, let us take bright SNR Puppis A (Hwang et al., 2005). Its studies indicate hot gas emission measure of $n_e^2 V \approx 2 \cdot 10^{59}$ cm$^{-3}$. Accounting for some

![Figure 2.5: Correction coefficient $D(T_R, n_e)$ as a function of redshift $z$ for some HFS transitions. The horizontal scale is linear in lg$(1 + z)$.](image)
diminishing of the correction factor, the luminosity in the spectral line is about $1 \cdot 10^{29}$ erg/s.

Observing the polar cap of nearby galaxy M82 having high star formation rate (3.6 solar masses per year) and apparently being in the process of merger, *Suzaku* and *XMM-Newton* orbital telescopes have discovered the gas in the temperature range $(2 − 6) \cdot 10^6$ K [Tsuru et al., 2007] optimal for the $^{14}$N VII line detection. It is argued that this gas is moving from the galaxy with hyperbolic velocity.

In a starburst galaxy the star formation rate may be as high as 500 solar masses per year or even higher. This corresponds to supernova rate of about ten per year, therefore the total number of supernova of age below $10^4$ years should be several tens of thousands. Note that a lot of gas reside in a starburst galaxy, hence supernovae will explode in dense medium forming a lot of bright high density supernova remnants. In such galaxy the total luminosity in line may be as high as $10^{34} − 10^{35}$ erg/s.

At the redshift of $z = 0.15$ luminosity in line of $1 \cdot 10^{34}$ erg/s corresponds to signal of only about $3 \mu$Jy in the line of about $40$ km/s width, showing that the emission signal from this class of objects is difficult to detect using existing instruments. Though, the next generation instruments such as *SKA* should be able to observe it from high-redshift ($z > 1.1$) star-forming galaxies.

As the zenith atmospheric transmission at $53$ GHz at the height of Chajnantor plane reaches up to $50\%$, telescopes such as *APEX* and, later, *ALMA* will be able to conduct the first observations of the $^{14}$N VII line from supernova remnants such as N157B which is especially bright in this spectral line.

In case of observations from Chajnantor plane or in case of of emission lines in atmospheric transparency bands, it is preferable to observe first the brightest sources of our Galaxy. In this case the received flux will accordingly rise. Estimates of brightness temperature $T_b$ in hyperfine structure lines from mentioned objects of the Galaxy and its neighborhood are given in Table 2.4. Solar elemental abundances are assumed everywhere, except for O, Mg, Si and S ions in Cas A supernova remnant, where they are known from Lazendic et al. (2006). Differential brightness temperature of the same order of magnitude is expected as long as the observed object (for example, a galaxy) is larger than the angular resolution of the radio telescope.

We estimate $T_b$ in the $^{25}$Mg X HFS line arising in the Milky Way halo, Vela, N157B and Cygnus Loop supernova remnants to be about $5−15 \mu$K. As another example, in younger and hotter oxygen-rich Cas A supernova remnant the brightness temperature in mm-band $^{27}$Al XI, $^{29}$Si XII and $^{33}$S XIV hyperfine transition lines is estimated to constitute about $40−80 \mu$K. Accounting for resonance excitation due to significant optical depth in the Si XII and S XIV ionic fine structure transitions in the bright Cas A fragments, HFS lines of isotopes of these ions will be enhanced by factors of 1.5 and 2, respectively (in the Table 2.4 we give values accounting for this increase). For other described sources there is no strong enhancement of HFS line intensity (for example, in N157B the resonance excitation contributes additionally about $20\%$, assuming solar elemental abundances).

Sub-millimeter lines of $^{25}$Mg XII and $^{29}$Si XIV arising in Cas A are of the same order of brightness reaching about $50 \mu$K. Unfortunately, there is significant atmospheric ob-
Table 2.4: Brightness temperature $T_b$, $\mu$K, in hyperfine structure emission lines from the bright fragments of objects from the Table 2.3. Values less than 0.01 $\mu$K are not shown. Unless noted otherwise, solar elemental abundances are assumed.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>$\lambda$, mm</th>
<th>LHB</th>
<th>CGH</th>
<th>NPS</th>
<th>Vela</th>
<th>N157B$^*$</th>
<th>CL</th>
<th>Cas A</th>
<th>HISM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{13}$C VI</td>
<td>3.8740(8)</td>
<td>0.01</td>
<td>0.15</td>
<td>—</td>
<td>1.7</td>
<td>4</td>
<td>13</td>
<td>—</td>
<td>0.4</td>
</tr>
<tr>
<td>$^{14}$N VII</td>
<td>5.6519(11)</td>
<td>0.2</td>
<td>3.5</td>
<td>1.0</td>
<td>70</td>
<td>700</td>
<td>400</td>
<td>7</td>
<td>20</td>
</tr>
<tr>
<td>$^{17}$O VIII</td>
<td>1.0085(2)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.01</td>
<td>0.8</td>
<td>0.88</td>
<td>8$^*$</td>
<td>—</td>
</tr>
<tr>
<td>$^{25}$Mg X</td>
<td>6.680(4)</td>
<td>0.3</td>
<td>5.1</td>
<td>0.4</td>
<td>8.0</td>
<td>15</td>
<td>14</td>
<td>1.0$^*$</td>
<td>15</td>
</tr>
<tr>
<td>$^{25}$Mg XII</td>
<td>0.65809(13)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>40$^*$</td>
<td>—</td>
</tr>
<tr>
<td>$^{27}$Al XI</td>
<td>1.2060(7)</td>
<td>0.01</td>
<td>0.1</td>
<td>0.06</td>
<td>4.2</td>
<td>50</td>
<td>40</td>
<td>1</td>
<td>0.8</td>
</tr>
<tr>
<td>$^{28}$Si XII</td>
<td>3.725(2)</td>
<td>—</td>
<td>0.04</td>
<td>0.30</td>
<td>1.2</td>
<td>30</td>
<td>3.0</td>
<td>120$^*$</td>
<td>0.7</td>
</tr>
<tr>
<td>$^{29}$Si XIV</td>
<td>0.38165(7)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>40$^*$</td>
<td>—</td>
</tr>
<tr>
<td>$^{33}$S XIV</td>
<td>3.123(2)</td>
<td>—</td>
<td>—</td>
<td>0.15</td>
<td>—</td>
<td>10</td>
<td>—</td>
<td>150$^*$</td>
<td>—</td>
</tr>
</tbody>
</table>

* elemental abundances are known from observations

Scarcution on frequencies of these lines at zero redshift, that may give rise to difficulties in the ground-based detection. Simple estimates of ALMA sensitivity, taking its system temperature from sensitivity calculator[2] to be 1600 K give 3-σ detection limit on the order of 0.4 mK at 658 μm (wavelength of $^{25}$Mg XII line) that is about one order of magnitude above the predicted emission line intensities.

Estimates of emission line intensity from WHIM filaments, similar to discussed above, give differential brightness temperature significantly below 1 $\mu$K due to their low emission measure.

Most of the bright spots we are discussing have angular sizes of the order of arcminute that is similar to the angular resolution of PSPC detector aboard ROSAT and of a 10-meter-class radio telescope. Computing total luminosity of a bright spot it is sometimes comfortable to use its flux $S$ that is connected with the brightness temperature from Rayleigh-Jeans formula as

$$S = 0.23 \cdot \left( \frac{T_b}{1 \mu\text{K}} \right) \cdot \left( \frac{\lambda}{1 \text{ mm}} \right)^{-2} \cdot \left( \frac{\theta}{1'} \right)^2 \text{ mJy},$$

where $\theta$ denote the brightest spot angular size.

### 2.3.3 Resonant scattering in the surroundings of quasar

Detection of emission lines arising in the process of the resonant scattering of the quasar radio emission in the hot and warm gas surrounding the quasar [Sazonov et al., 2004](http://www.eso.org/projects/alma/science/bin/sensitivity.html)
Kallman & McCray (1982) might be especially interesting. Discovery of a line formed by the resonantly scattered radiation may shed light upon the quasar radiation beam width, as for the narrow beam much less gas is irradiated (Cramphorn et al., 2004).

As in the quasar neighborhood the photon density might highly exceed one of the CMB radiation, the correction coefficient will decrease there (see Eq. 2.5). Despite this, arising line brightness is of the same order of magnitude as of the lines described above.

We show it on example of 3C 273 ($z = 0.158$) quasar, having flux about 30 Jy on the wavelength of $^{14}$N VII ion line. The quasar radiation photon occupation number at the line frequency exceeds the one due to the CMB inside central 70 kpc. Even so, despite the very low average value of $D \approx 3 \cdot 10^{-3}$, the additional flux due to resonant scattering in the line center will constitute about 0.5 mJy (assuming gas cloud parameters similar to ones observed around elliptical galaxies). A large number of young supernova remnants is expected to exist in the central region of galaxy surrounding a quasar. Gas of these SNRs will resonantly scatter quasar radiation, additionally increasing the signal.

### 2.3.4 Disentangling Local Bubble and heliospheric emission

One of serious problems in studying the Local Bubble — the hot gas cavity around the Solar System — is difficulty of separation of its soft X-ray line radiation from foreground contribution arising in the solar wind and the Earth corona (respectively, heliospheric and geocoronal emission). The latter arise in charge-exchange collisions (Cox, 1998) that are so effective that intensity of e.g. O VIII line may significantly exceed one of the Local Bubble (Smith et al., 2005).

There is an intrinsic difficulty in disentangling these two spectral line contributions in soft X-rays, as both these sources are diffuse. Though, using simultaneous observations of soft X-ray and HFS lines it becomes possible to separate them, as the HFS line emissivity is dependent on density (see Figure 2.4) and for some ions the correction coefficient is significantly different in dilute Local Bubble gas ($n_e \approx 0.01$ cm$^{-3}$), denser solar wind ($n_H \approx 0.1$ cm$^{-3}$) and geocorona ($n_H \approx 10$ cm$^{-3}$). In the last two cases we give the neutral hydrogen number density as it is the primary source of electrons participating in the charge-exchange collisions.

As a tool for such density diagnostics one may take $^{25}$Mg X line having critical density of about 0.03 cm$^{-3}$, that is less than electron density in the Solar System. Hence its line emissivity will be suppressed by a factor of roughly $n_e/n_{cr}$, this factor being dependent on the distances to Sun and to Earth.

For estimates of separate source contributions we use simple models of neutral hydrogen distribution in heliosphere and geocorona and rates of charge-exchange reactions from Greenwood et al. (2001) and Cravens et al. (2001). It follows that the main part of heliospheric emission arises at distances larger than 1 a.u. where the solar wind densities fall down to about 0.1 – 1 cm$^{-3}$. Hence $^{25}$Mg X line emissivity in heliosphere is suppressed by a factor of several (about three) as compared to the Local Hot Bubble. Geocoronal emission mostly arises in regions where electron density is much more than 1 cm$^{-3}$. Therefore its $^{25}$Mg X line emission is suppressed much stronger (by factor of about 100) and is
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virtually unobservable.

The practical problem of this method, however, is an extremely low brightness temperature from each of these sources. As indicated in Table 2.4, expected $T_b$ from the Local Bubble is below 1 $\mu$K; expected contribution from the Solar System is of the same order of magnitude.

## 2.4 Absorption lines in WHIM and hot ISM

### 2.4.1 Warm-hot intergalactic medium

The prospects of detection of highly-ionized oxygen O VII and O VIII ion absorption X-ray lines from the WHIM are being widely discussed now (e.g., Helsten et al. (1998); Chen et al. (2003); Cen & Fang (2006)). We estimate below the feasibility of detection of the $^{14}$N VII ion HFS absorption line from this medium. Only this isotope is considered, as other HFS absorption lines (e.g., of $^{25}$Mg X, $^{29}$Si XII) will be at least one order of magnitude weaker due to smaller isotopic abundances (see Figure 2.1).

Absorption cross-sections of O VII and O VIII X-ray transitions around 20 Å are $\sigma \approx (2-5) \cdot 10^{-16}$ cm$^2$, i.e. about three orders of magnitude larger than of HFS transitions. Moreover, optical depth $\tau$ of HFS transition is additionally diminished due to population of upper hyperfine sublevel in the field of the CMB radiation. Resulting rough estimate of $^{14}$N VII HFS line optical depth corresponding to O VII or O VIII soft X-ray line $\tau(O) \approx 1$ is only about $\tau(14$NVII$) \approx (3-10) \cdot 10^{-5}$.

Note that weak emission lines of comparable magnitude have already been detected on GBT. As an example, HCN molecular line with line width of $\Delta v = 140$ km/s was observed by Vanden Bout et al. (2004) in emission from galaxy at $z = 2.28$ at frequency 27.0 GHz with $1$-$\sigma$ flux uncertainty of 0.1 mJy. This flux corresponds to optical depth of only $1 \cdot 10^{-5}$, if observed from the source with flux of 10 Jy.

To assess frequency of occurrence of $^{14}$N VII absorption lines in WHIM, we use the distribution function of O VIII X-ray absorption line equivalent width from Cen & Fang (2006) and correspondence between the equivalent width and ionic column density from Chen et al. (2003) cosmological simulations. As a first approximation, we also assume that in WHIM conditions the ionization equilibrium curve of O VIII atoms is the same as of N VII atoms$^3$ and their relative abundance N/O is solar. Then on average in one sight line in the redshift intervals $z = 0.15 - 0.30$ and $z = 0.3 - 0.6$ there is expected one $^{14}$N VII HFS line with $\tau \geq 2 \cdot 10^{-5}$ and $\tau \geq 3 \cdot 10^{-5}$, respectively. In case of reported N VII soft X-ray line detection by Nicastro et al. (2005) with ionic column density of $1.5 \cdot 10^{15}$ cm$^{-2}$ the optical depth in absorption HFS line would constitute about $\tau = 3 \cdot 10^{-4}$.

---

$^3$In collisional ionization equilibrium conditions, N VII is abundant at slightly lower temperatures than O VIII. But in the low-density environments ionic abundances change due to photo-ionization and, as a result, N VII abundance widens and becomes rather similar to one predicted for O VIII ion (Chen et al., 2003).
Table 2.5: HFS absorption line optical depth $\tau$ estimate from Cygnus X-3. The last column contains corresponding absorbed flux assuming source brightness of 20 Jy at 10 GHz and spectral index of $\alpha = -0.5$. Only lines with resulting optical depth of more than $3 \cdot 10^{-6}$ are shown.

<table>
<thead>
<tr>
<th>Isotope, ion</th>
<th>$\lambda$, mm</th>
<th>$\tau$</th>
<th>$-S_{\text{obs}}$, mJy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{13}\text{C} \text{ VI}$</td>
<td>3.8740(8)</td>
<td>$3 \cdot 10^{-5}$</td>
<td>0.17</td>
</tr>
<tr>
<td>$^{14}\text{N} \text{ VII}$</td>
<td>5.6519(11)</td>
<td>$3 \cdot 10^{-4}$</td>
<td>2.0</td>
</tr>
<tr>
<td>$^{25}\text{Mg} \text{ X}$</td>
<td>6.680(4)</td>
<td>$1 \cdot 10^{-5}$</td>
<td>0.10</td>
</tr>
<tr>
<td>$^{27}\text{Al} \text{ XI}$</td>
<td>1.1060(7)</td>
<td>$1 \cdot 10^{-5}$</td>
<td>0.04</td>
</tr>
</tbody>
</table>

2.4.2 Hot interstellar medium

Another case of interest concerns absorption by the hot ISM of a spiral galaxy with strong radio source in it. For example, every several years exceptionally luminous radio sources (so-called microquasars) burst in the Milky Way. They retain their outstanding brightness for the time period of several weeks and are thus good candidates to study absorption lines in the hot ISM.

As a specific example of a luminous outburst, there has been observed a brightening of Cygnus X-3 with flux as high as 20 Jy at 10.5 GHz (Gregory et al., 1972) and spectral index estimate of $\alpha \geq -0.5$. Cygnus X-3 lies in the galactic plane at a distance of about 9 kpc. Taking the Milky Way parameters as discussed above, the column density of hydrogen ions in hot ISM in the direction of Cygnus X-3 is about $6 \cdot 10^{19}$ cm$^{-2}$. Resulting HFS line optical depths and respective absorption line (negative) fluxes are given in Table 2.5.

2.4.3 Gamma-ray burst afterglows

Significant part of bright gamma-ray afterglows originates from the star-forming regions or star-forming galaxies. The lifetime of afterglow in radio band is longer than days or even weeks. This opens a unique possibility to measure absorption lines in their spectra connected with hot ISM of the parent galaxy, hot intracluster medium of the corresponding cluster of galaxies (if any) and the WHIM along the whole path of radio waves to the source.

The optical depth of the absorption features should not diminish significantly with redshift. Though, the flux from gamma-ray burst radio afterglows (several mJy) is weaker than of brightest high-$z$ quasars by about three orders of magnitude that makes the detection of HFS absorption lines a task for the next generation of interferometers such as SKA.

2.4.4 Estimates of HFS line detectability

Now let us estimate a modern telescope abilities on example of the Green Bank Telescope (GBT) observing absorption line from 3C 279 – one of the the strongest radio sources at
40 GHz with flux of about 15 Jy – with integration time 10 hours and frequency resolution of 1 MHz.

As an example, we assume line redshift of $z = 0.3$ so that the observed $^{14}\text{N VII}$ line is shifted from the atmospheric absorption region. The GBT telescope system temperature near 40 GHz is about 75 K, therefore during the integration time the 1-$\sigma$ flux RMS is on the order of 0.1 mJy. Hence, neglecting systematic effects, the 3-$\sigma$ detection limit of the optical depth will be of the order of $0.3 \text{mJy}/15 \text{Jy} \approx 2 \cdot 10^{-5}$ which is of the same order as the $\text{N VII}$ HFS line optical depth estimates in WHIM or galactic halo.

As another example, we estimate detection feasibility of the same line in the spectrum of high-$z$ quasar 2134+004 ($z = 1.934$). Its flux density on 18 GHz (redshifted frequency of $^{14}\text{N VII}$) line is about 5 Jy that allows to detect with similar observation parameters (10 hours integration time, velocity resolution 10 km/s) absorption lines of $\tau \approx 6 \cdot 10^{-5}$ on 3-$\sigma$ level.

From this we conclude that the 5.65 mm $^{14}\text{N VII}$ hyperfine structure line in redshifted WHIM filaments might be detectable in absorption using existing ground-based instruments. Searching for it, it is natural to start from the extragalactic sources brightest in mm band and having redshift $z > 0.15$, such as 3C 273, 3C 279, 3C 345, 3C 454.3 and 2145+067.

Two more notes would be helpful here. First, from observations of one absorption spectral line it is difficult to both determine redshift and identify the line. Hence observations of known objects or combined with other wavelength data would be desired. Second, HFS absorption line with the same optical depth is easier to detect at higher redshifts, as observed line wavelength moves to lower frequencies where the illuminating background source flux is stronger and telescope sensitivity becomes higher. Opposing it is the factor $D(T_R, n_e)$ that is decreasing optical depth in similar gas clouds with redshift $z$ for $^{14}\text{N VII}$ line approximately as $(z + 1)^{-1}$ (see Figure 2.5).

2.5 Conclusions

We discuss the feasibility of the emission and absorption hyperfine structure line observations from astrophysical objects in temperature range of $10^5 – 10^7$ K. We find that thanks to $^{14}\text{N}$ high isotopic abundance in interstellar and intergalactic gas the line of $^{14}\text{N VII}$ is the most prospective to be observed in absorption in spectra of brightest mm-band extragalactic radio sources with $z > 0.15$. Typical optical depth predicted for WHIM filaments is about $10^{-4}$ that is within the reach of the existing instruments. Other HFS lines in absorption will only be detectable with the next generation radio telescopes.

We estimate the $^{14}\text{N VII}$ brightness temperature in emission from several Galactic supernova remnants to constitute up to 700 $\mu$K. Brightness temperature in other lines of $^{25}\text{Mg}$, $^{27}\text{Al}$, $^{29}\text{Si}$ and $^{33}\text{S}$ reaches up to 100 $\mu$K in oxygen-rich SNR Cas A, the level on the limit of sensitivity of the existing instruments and accessible to future observatories.
2.5 Conclusions

Observations of hyperfine structure lines might provide additional information on isotopic composition of supernova remnants, help to discover obscured Galactic SNRs, allow studying star-forming galaxies and superwinds, discriminating between heliospheric and Local Bubble contribution to diffuse soft X-ray background. They might also allow to measure hyperfine splitting experimentally with high precision, thus letting to choose between theoretical highly-charged heavy ion hyperfine splitting computation models and to precise isotopic nuclear magnetic moments.
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Optical and near-infrared recombination lines of oxygen ions from Cassiopeia A knots
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Abstract

**Context:** Fast-moving knots (FMK) in the Galactic supernova remnant Cassiopeia A consist mainly of metals and allow us to study element production in supernovae and to investigate shock physics in great detail.

**Aims:** We discuss and suggest observations of a previously unexplored class of spectral lines, the metal recombination lines in optical and near-infrared bands, emitted by the cold ionized and cooling plasma in fast-moving knots.

**Methods:** By tracing ion radiative and dielectronic recombination, collisional l-redistribution and radiative cascade processes, we compute resulting oxygen, silicon and sulphur recombination line emissivities. This allows us to determine the oxygen recombination line fluxes, based on a fast-moving knot model that predicts the existence of highly-ionized ions from moderate to very low plasma temperatures.

**Results:** The calculations predict oxygen ion recombination line fluxes detectable with modern optical telescopes in the wavelength range from 0.5 to 3 \(\mu\)m. Recombination line flux ratios to collisionally-excited lines will allow us to probe in detail the process of rapid cloud cooling after the passage of a shock front, to test high abundances of \(O^{4+}\), \(O^{5+}\) and \(O^{6+}\) ions at low temperatures and measure them, to test existing theoretical models of FMK and to build more precise ones.

**Keywords:** atomic processes - supernovae: individual: Cassiopeia A - infrared: ISM

Tables 5 to 23 are only available in electronic form at the CDS (Centre de Données astronomiques de Strasbourg) via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/
3.1 Introduction

The brightest source on the radio sky, the supernova remnant Cassiopeia A, is so close and so young that modern instruments are able to observe exceptionally fine details in its rich structure in different spectral bands. One of the most interesting phenomena are dense ejecta blobs of the supernova explosion, observed as numerous bright optical “fast-moving knots” (FMKs). These knots radiate mostly in the $[\text{O}\,\text{iii}]$ doublet near 5000 Å and in other forbidden lines of oxygen, sulphur, silicon and argon.

Early observations using the 200-inch telescope on Mount Palomar (Baade & Minkowski, 1954; Minkowski & Aller, 1954; Minkowski, 1957) demonstrated that the emitting knot plasma has temperatures of about $2 \times 10^4$ K and electron densities of about $10^4$ cm$^{-3}$. Very unusual spectra of the fast-moving knots lead Shklovskii (1968) to the suggestion, later confirmed by detailed measurements and analysis (Peimbert & van den Bergh, 1971; Chevalier & Kirshner, 1978, 1979), that they have extremely high abundances of some of heavy elements. Some of the knots consist of up to 90% of oxygen, others contain predominantly heavier elements, such as silicon, sulphur, argon and calcium (Chevalier & Kirshner, 1979; Hurford & Fesen, 1996).

It was also discovered that a typical lifetime of a FMK is of the order of 10–30 years (Kamper & van den Bergh, 1976). Existing knots disappear, but other bright knots appear on the maps of Cassiopeia A (hereafter Cas A).

Detailed Chandra observations (Hughes et al., 2000; Hwang et al., 2004) revealed the presence of similar knots in X-rays, being very bright in spectral lines of hydrogen- and helium-like ions of silicon and sulphur and showing traces of heavily absorbed oxygen X-ray lines.

Similar bright optical knots are observed in other oxygen-rich supernova remnants (e.g., Puppis A, N132D, etc., Sutherland & Dopita (1995a)), but the case of Cas A is the most promising for further investigations.

Chevalier & Kirshner (1978, 1979) were the first to treat the FMK optical spectra as a shock wave emission. Subsequently it was understood that the shock models used, that assumed solar abundances, are inappropriate for the case of the FMK plasma, as its high metal abundances result in a different shock structure.

There have been several theoretical models published describing the shock emission in pure oxygen plasmas (Itoh, 1981a,b; Borkowski & Shull, 1990) and oxygen-dominated plasmas (Sutherland & Dopita, 1995b, hereafter SD95). In these models, the reverse shock of the supernova remnant encounters a dense knot and decelerates on entering its dense medium (Zel’dovich & Raizer, 1967; McKee & Cowie, 1975) to velocities of several hundred km/s. Shortly after the shock wave enters the cloud, the material ahead of the shock front is ionized by the radiation from the heated gas behind the shock front. All the theoretical models assume shock wave propagation with a constant velocity through a constant density cloud.

The optical emission is formed in two relatively thin layers: one immediately following the shock front, where plasma rapidly cools from X-ray emitting temperatures of about $5 \times 10^6$ K to below $10^5$ K and another at the photoionization front before the shock wave.
The relatively cold layers with temperatures below $10^5$ K contribute most strongly to the line emission, as approximate pressure equilibrium results in much higher densities and emission measures of these regions.

An important detail is that the recombination time is much longer than the plasma cooling time. Therefore recombining and cooling plasma simultaneously contains ions in very different ionization stages at all temperatures down to several hundred Kelvin – the plasma is in a non-equilibrium ionization state. It is very important to find a way to confirm experimentally this prediction of the computational models.

Predictions of various theoretical models differ in many ways. For example, as we show in an accompanying article (Docenko & Sunyaev, to be submitted), the model predictions of the fine-structure far-infrared line intensities differ by several orders of magnitude. We also show there that the models of SD95 and of Borkowski & Shull (1990) are the best available ones in reproducing the far-infrared line emission of the fast-moving knots, although each is only precise up to a factor of a few.

Nevertheless, these two theoretical models still have many differences. For example, in the Borkowski & Shull (1990) models the $O^{4+}$ and higher-ionized species are essentially absent, whereas in the SD95 model $O^{6+}$ is the dominant ion after the shock at temperatures above about 5000 K. Unfortunately, $O^{4+}$, $O^{5+}$, and $O^{6+}$ ions have no collisionally-excited lines in visible and infrared ranges, and their ultraviolet and soft X-ray lines are almost completely undetectable due to high interstellar absorption on the way from Cas A.

From the large differences between the theoretical model predictions it is clear that they lack observational constraints and more diagnostic information in the form of various line ratios is needed to pin down the true structure of fast-moving knots. Some of such information can be obtained from the far-infrared lines.

In this paper we argue that still more information may be obtained from metal recombination lines (RL) in optical and near-infrared spectral ranges. These lines arise in the transitions between highly-excited levels (principal quantum number $n \approx 5-10$) populated by the processes of dielectronic and radiative recombination. The RLs are emitted by all ionic species, including, for example, $O^{4+}$ and $O^{5+}$ that have no other lines detectable from Cas A.

Unfortunately, the collisional excitation process, that is much more efficient at exciting lines corresponding to transitions between lowest excited states, is negligibly weak at the excitation of high-$n$ levels. Therefore, emissivities of the RLs are normally several orders of magnitude weaker than those of the collisionally-excited lines, but, as we show in this article, intensities of the recombination lines from the FMKs do reach detectable levels.

For oxygen-dominated knots, using plasma parameters (electron temperature, density and emission measure of the gas at different distances from the shock wave) from the SD95 model with a 200 km/s shock speed we have computed the spectrum in the optical and near-infrared bands accessible by modern ground-based telescopes. The cloud shock speed in the Cas A FMKs of about 200 km/s is determined by SD95 from the comparison of observed optical spectra with their model predictions. Although a similar analysis based on the Borkowski & Shull (1990) model would also be valuable, the original article does
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not give enough information to allow us to compute the RL fluxes (e.g., the ionization state distributions as functions of temperature cannot be resolved from the plots in the regions significantly contributing to the recombination line emission).

The lines under consideration are predicted to be \(200 - 1000\) times weaker than e.g. the [O\textsc{iii}] line at 5007 Å. However, their fluxes are well above the sensitivity of the best present-day telescopes. These fluxes are only \(2-5\) times weaker than the detection limits of observations done in the 1970s and later, on the 200-inch and smaller telescopes \cite{Peimbert&van-den-Bergh1971, Chevalier&Kirshner1979, Hurford&Fesen1996}. Observations of these lines do not demand high spectral resolution due to velocity spreads and turbulence in the shocked plasma, as well to intrinsic line splitting.

The recombination lines discussed below are radiated by all coexisting ionized oxygen species, from \(O^+\) to \(O^{6+}\). Study of these lines will permit us to observe in detail the process of the non-equilibrium cooling and recombination of the pre- and post-shock plasmas overabundant in oxygen or sulphur and silicon.

The discussed spectral lines allow us to observe the coldest ionized pre-shock and post-shock regions in the FMK, that are not detectable using the ground-based observations by any other means. The fine-structure far-infrared emission lines are also able to give such information, but demand an observatory located outside the atmosphere and cannot reach angular resolutions sufficient to distinguish individual knots.

Observations of recombination lines of elements other than oxygen will allow us to improve our knowledge of many yet unknown physical parameters characterizing the Cas A ejecta.

The metal recombination lines are a promising tool also for studies of other oxygen-rich supernova remnants like Puppis A, N132D, G292+1.8, etc.

The paper structure is the following. In the second Section we describe our method of recombination line flux computation. In Section 3.3 we apply the method to predict the optical and near-infrared line fluxes from the optical knots in Cassiopeia A and compare them with existing observational constraints. A description of the recombination line substructure allowing one to identify the parent ion is given in the Section 3.4. In Section 3.5 we discuss ways to obtain information about physical parameters of the emitting region from the line ratios. In Section 3.6 we conclude.

### 3.2 Computation of recombination line fluxes

In the process of radiative recombination, especially at low temperatures (when \(kT\) is at least several times below the ionization potential), a significant part of the electrons recombine into excited states. Dielectronic recombination for the majority of heavy ions populate excited states even more efficiently than radiative recombination.

In low-density plasmas, such recombination into excited states, characterized by quantum numbers \((nl)\), is followed by the electron radiative cascade to the ground state and emission of multiple photons in the course of the cascade. In the case of recombining
highly-charged ions, these photons are emitted in microwave, infrared, optical and ultra-violet spectral bands.

In this paper we describe the lines produced as a result of such a radiative cascade, when both collisional and induced transitions of the type \((nl) \rightarrow (n'l')\) are unimportant. The only non-radiative process influencing the electron cascade in our model is the collisional \((nl) \rightarrow (n'l')\) transitions, as they have much higher cross sections and more significantly affect the level populations at relatively low \(n\). They also are the main reason for changes of the recombination line emissivities with electron density.

We show in Appendix A.1 that the \(n\)-changing transitions may be neglected in computations of optical recombination line fluxes, while still retaining reasonable accuracy of the results (better than 20%).

### 3.2.1 Elementary processes

In the current work we account for the following processes:

- Radiative recombination (RR). Its level-specific rates \(q_{RR}(nl; T_e)\) were computed as described in Appendix A.2.

- Dielectronic recombination (DR). Its level-specific rates \(\sum_\gamma q_{DR}(\gamma, nl; T_e)\) were computed as described in Appendix A.3.

- Radiative transitions. Their rates \(A_{nl,n'l'}\) were computed using hydrogenic formulae with radial integral expressions from Gordon (1929). This may not be accurate for non-hydrogenic ions at \(l < 3\), but electrons recombined to those low-\(l\) states mostly transit to \(n' \approx l\) and do not contribute to the optical RL emission.

- Collisional \(l\)-redistribution. Its rates \(C_{nl,n'l'}\) were computed using sudden collision approximation expressions from Pengelly & Seaton (1964) and Summers (1977), in the region of their applicability. Outside it (where the maximum cut-off parameter \(r_{\text{max}}\) becomes less than the minimum one \(r_{\text{min}}\)), we approximated the Vranceanu & Flannery (2001) classical expressions introducing a cut-off at large impact parameters equal to \(r_{\text{max}}\). Details of this approximation are of minor importance, since the cross sections are proportional to \(r_{\text{max}}^2\), therefore being relatively small. Energies of \((nl)\)-levels and their differences determining the collisional rates in many cases were computed as described in Appendix A.5.

The usage of the hydrogenic approximation does not allow us to reliably compute emissivities and wavelengths of the lines corresponding to transitions involving levels \(n < 4\). Therefore we do not provide the results concerning these levels.

Details of the atomic physics and approximations utilized for computations of the line emissivities are given in Appendix A.

\(^1\)After all computations were performed, we learnt about a more elegant and modern way of hydrogenic radial integral computation using associated Laguerre polynomials (Malik et al. (1991); note that there is a typographical error in one of their equations, which is rectified in the appendix of Heng & McCray (2007)).
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3.2.2 Cascade and \( l \)-redistribution equations

The equation describing the radiative cascade of a highly-excited electron, accounting for the collisional \( l \)-redistribution, is

\[
N_{nl} \left( \sum_{n' < n} \sum_{l' = \pm 1} A_{nl,n'l'} + \sum_{l' \neq l} C_{nl,n'l'} \right) = \\
= n_e n_+ \left( q_{RR}(nl) + \sum_\gamma q_{DR}(\gamma, nl) \right) \\
+ \sum_{n' > n} \sum_{l' = \pm 1} N_{n'l'} A_{n'l',nl} + \sum_{l' \neq l} N_{nl'} C_{nl',nl},
\]

where \( n_e, n_+ \) and \( N_{nl} \) are the number densities of electrons, recombining ions and recombined ions with electrons on the level \( (nl) \).

An analytic solution of this coupled system of equations involves inversion of large matrices of sizes of up to several tens of thousands and is not feasible.

We solved the problem the following way. Starting from some maximum \( n = n_{\text{max}} \) relevant for the problem (defined in Appendix A.1), we neglected its cascade population. Knowing the level-specific recombination and \( l \)-redistribution rates, we computed the resulting populations of levels \( (nl) \) by numerical solution of the system of linear equations (3.1) for \( n = n_{\text{max}} \).

Using level-specific radiative rates, we could compute the \( l \)-resolved cascade population of the levels \( (nl) \) for \( n = n_{\text{max}} - 1 \). Having computed total population rates, we solved the system (3.1) for this \( n \). In such a way, moving downwards in \( n \), populations of all levels were computed.

3.2.3 Recombination line emissivities

Having obtained level populations \( N_{nl} \), we computed recombination line emissivities \( \varepsilon(nl, n'l') \), \( \text{cm}^3/\text{s} \), defined as

\[
\varepsilon(nl, n'l') = \frac{\text{d}N(nl \rightarrow n'l')}{\text{d}V \text{d}t} \frac{1}{n_e n_+} = \frac{N_{nl}}{n_e n_+} A_{nl,n'l'},
\]

where \( \text{d}N(nl \rightarrow n'l')/\text{d}V \text{d}t \) is the number of transitions from level \( (nl) \) to \( (n'l') \) per second in the unit volume.

As an example, the predicted Ov \( 8\alpha \) line\(^2\) low-density emissivity with \( l \)- and \( l' \)-components summed is shown in Figure 3.1 as a function of temperature for different approximations.

Emissivities of recombining \( O^{5+} \) optical and near-infrared recombination lines are given in Table 3.1 as functions of temperature in the low-density limit.

Approximate wavelengths\(^3\) of the brightest lines of all ions as functions of ionization stage are given in Table 3.2. They can be easily estimated using hydrogenic expressions

---

\(^2\)As usual, by \( n\alpha \) we denote a spectral line formed by electronic transition from level \( n+1 \) to level \( n \), by \( n\beta \) – from \( n+2 \) to \( n \), etc.

\(^3\)Here and everywhere below we present the vacuum wavelengths.
for any recombination line arising in transition \( n \rightarrow n' \) between levels with \( n' > 3, l > 2 \) as

\[
\lambda(n \rightarrow n') \approx \frac{0.091127}{Z^2} \left( \frac{1}{n'^2} - \frac{1}{n^2} \right)^{-1} \mu m, \tag{3.3}
\]

where \( Z \) is the recombining ion charge.

### 3.2.4 Resulting line fluxes

Fluxes \( I(nl, n'l') \), erg/cm\(^2\)/s, of the lines were computed by integrating along the line of sight

\[
I(nl, n'l') = h\nu \frac{S}{4\pi R^2} \int \varepsilon(nl, n'l'; T_e(r)) n_e(r)n_+(r)dr, \tag{3.4}
\]

where \( h\nu \) is the photon energy, \( R \) is the distance from the observer to the emitting region and \( S \) is the emitting region area.
Table 3.1: Wavelengths $\lambda$ and emissivities $\varepsilon$ of several O\textsc{v} optical and near-infrared recombination lines in the low-density limit.

<table>
<thead>
<tr>
<th>Line</th>
<th>$\lambda$, $\mu$m</th>
<th>Emissivity $\varepsilon$, cm$^3$/s, for electron temperature $T_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$1 \cdot 10^3$ K</td>
</tr>
<tr>
<td>5$\alpha$</td>
<td>0.298</td>
<td>$9.4 \cdot 10^{-12}$</td>
</tr>
<tr>
<td>6$\alpha$</td>
<td>0.495</td>
<td>$7.6 \cdot 10^{-12}$</td>
</tr>
<tr>
<td>7$\alpha$</td>
<td>0.762</td>
<td>$6.3 \cdot 10^{-12}$</td>
</tr>
<tr>
<td>8$\alpha$</td>
<td>1.112</td>
<td>$5.2 \cdot 10^{-12}$</td>
</tr>
<tr>
<td>9$\alpha$</td>
<td>1.554</td>
<td>$4.4 \cdot 10^{-12}$</td>
</tr>
<tr>
<td>10$\alpha$</td>
<td>2.100</td>
<td>$3.7 \cdot 10^{-12}$</td>
</tr>
<tr>
<td>11$\alpha$</td>
<td>2.761</td>
<td>$3.2 \cdot 10^{-12}$</td>
</tr>
<tr>
<td>12$\alpha$</td>
<td>3.548</td>
<td>$2.7 \cdot 10^{-12}$</td>
</tr>
</tbody>
</table>

Table 3.2: Hydrogenic vacuum wavelengths, $\mu$m, of some optical and near-infrared recombination $\alpha$-lines for several ionization stages, denoted by the ion spectroscopic symbol after recombination.

<table>
<thead>
<tr>
<th>Line</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>4$\alpha$</td>
<td>4.0501</td>
<td>1.0125</td>
<td>0.4500</td>
<td>0.2531</td>
<td>0.1620</td>
<td>0.1125</td>
</tr>
<tr>
<td>5$\alpha$</td>
<td>7.4558</td>
<td>1.8640</td>
<td>0.8284</td>
<td>0.4660</td>
<td>0.2982</td>
<td>0.2071</td>
</tr>
<tr>
<td>6$\alpha$</td>
<td>12.365</td>
<td>3.0913</td>
<td>1.3739</td>
<td>0.7728</td>
<td>0.4916</td>
<td>0.3435</td>
</tr>
<tr>
<td>7$\alpha$</td>
<td>19.052</td>
<td>4.7629</td>
<td>2.1168</td>
<td>1.1907</td>
<td>0.7621</td>
<td>0.5292</td>
</tr>
<tr>
<td>8$\alpha$</td>
<td>27.788</td>
<td>6.9471</td>
<td>3.0876</td>
<td>1.7368</td>
<td>1.1115</td>
<td>0.7719</td>
</tr>
<tr>
<td>9$\alpha$</td>
<td>38.849</td>
<td>9.7122</td>
<td>4.3165</td>
<td>2.4281</td>
<td>1.5540</td>
<td>1.0791</td>
</tr>
<tr>
<td>10$\alpha$</td>
<td>52.506</td>
<td>13.127</td>
<td>5.8340</td>
<td>3.2817</td>
<td>2.1003</td>
<td>1.4585</td>
</tr>
<tr>
<td>11$\alpha$</td>
<td>69.035</td>
<td>17.259</td>
<td>7.6705</td>
<td>4.3147</td>
<td>2.7614</td>
<td>1.9176</td>
</tr>
<tr>
<td>12$\alpha$</td>
<td>88.707</td>
<td>22.177</td>
<td>9.8563</td>
<td>5.5442</td>
<td>3.5483</td>
<td>2.4641</td>
</tr>
</tbody>
</table>
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The integral over distance in the plane-parallel approximation can be easily transformed into an integral over temperature by substitution

\[ dr = \frac{dr}{dt} \frac{dt}{dT} \, dT = v_{\text{shock}} \frac{n_{0,t}}{n_t} \frac{3/2(n_t + n_e)k_B}{n_t n_e \Lambda_N} \, dT, \]

where \( v_{\text{shock}} \) is the shock front speed, \( \Lambda_N \) is a cooling function and \( n_t \) and \( n_{0,t} \) are the total number densities of all ions in a given point and in the pre-shock region.

The parameters of this equation - cooling function, electron and ion densities as functions of temperature - were taken from the SD95 200 km/s shock model, described in more detail in Section 3.3 below.

For the purpose of qualitative analysis, we introduce below the oxygen differential emission measure per logarithmic temperature interval

\[ \frac{dE_O}{d(\log T_e)} = T_e \frac{n_O n_e dr}{dT_e}, \]

where \( n_O \) is the total oxygen ion number density. It shows the contribution of a given logarithmic temperature interval to the total emission measure, showing where most of the line emission originates. Using this notion, we can express the line flux from Eq. (3.4) as

\[ I(nl, n' l') = h \nu \frac{S}{4 \pi R^2} \int \varepsilon (nl, n' l'; T_e) \frac{dE_O}{d \log T_e} \frac{n_+ T_e}{n_O} dT_e. \]

Here the fraction \( n_+/n_O \) is the abundance of a given ionic species and is also dependent on temperature.

In our computation of the post-shock recombination line emission, we artificially stop integrating expression (3.4) when the plasma temperature drops below 1000 K. This results in some, possibly significant, underestimation of the cooling region line fluxes arising from recombinations of O\(^{2+}\) ions. However, as we show below, the O\(^{2+}\) recombination lines from the photoionized region are expected to be much brighter.

It should be remembered that, e.g., O\(^{5+}\) recombination lines arise in the radiative cascade in the O\(^{4+}\) ion triggered by the recombination of the O\(^{5+}\) ion, so the line fluxes are proportional to the ionic abundance of O\(^{5+}\), not O\(^{4+}\).

3.3 Astrophysical application: FMKs in Cassiopeia A

The SD95 model describes fast-moving knot emission as arising in the interaction of the oxygen-dominated dense cloud with the external shock wave, entering the cloud and propagating through it (see Figure 3.2). The heated region just after the shock front produces a high flux of ionizing radiation that results in the appearance of two photoionized regions: before and after the shock front.

The plasma after the shock front passage cools rapidly and, at temperatures of \((0.5 - 5) \times 10^4\) K, emits the lines observable in the visible (Chevalier & Kirshner, 1978, 1979).
Undisturbed material

\[ \text{Photoionization front (T < 30000 K)} \]

Cold photoionized region (T \approx 100 K)

\[ \text{Shock front} \]

\[ \text{X-ray emitting plasma (T > 10^6 K)} \]

\[ \text{Cooling region (T falls to < 300 K)} \]

\[ \text{Post-shock photoionized region ?} \]

Figure 3.2: The plane-parallel SD95 model schematic structure. The drawing is not to scale. Arrow shows the shock wave direction. Optical lines are emitted from the photoionization front and the post-shock cooling region at temperatures of several tens of thousands Kelvin. Recombination lines arise in the cold photoionized region and the post-shock cooling region.

Hurford & Fesen, 1996 and near-infrared Gerardy & Fesen, 2001 spectra. The thickness of this emitting layer is extremely small (about \(10^{10} - 10^{11}\) cm), but due to the high density of the cooling material at \(T < 10^5\) K it is able to contribute to production of bright emission lines of highly-ionized atomic species, such as \([O\ III]\). This region also gives rise to the recombination line (RL) emission.

The SD95 model does not include the photoionized region after the shock front. Until now, even the presence of this region has been disputed (Itoh, 1986) because, if present, it would produce too bright optical lines of neutral oxygen.

Between the photoionization front and the shock wave the plasma is predicted to be extremely cold (\(T_e < 10^3\) K) and rather highly ionized (ionic abundances of \(O^{3+}\) and \(O^{2+}\) are about 60% and 30% in the SD95 200 km/s shock model). This cold ionized region, invisible in optical and X-ray bands, should be actively recombining and emitting bright recombination lines.

The resulting RL emission computed based on the SD95 200 km/s shock model is described separately in the following subsections for each of these two regions: after and before the shock front.

In this Section we provide results on the \(l\)-summed recombination line fluxes, whereas in the Section 3.4 we discuss in detail the individual line spectral substructure that separates in some cases the recombination lines into several components, thus diminishing the individual component fluxes by up to factors of 2–4.
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3.3.1 Cooling region after the shock front

It is useful to make order-of-magnitude estimates of some timescales in the post-shock rapidly cooling plasma at temperatures between several hundred and $3 \times 10^4$ K, where the recombination line emission occurs (see below). As derived from the SD95 model, the plasma cooling time is roughly equal to

$$
\tau_{\text{cool}} = \frac{3}{2} \frac{(n_t + n_e)kT_e}{n_t n_e \Lambda} \approx 2 \times 10^4 \text{s} T_4^{1/2} n_{t,5}^{-1},
$$

where $T_e = 10^4 T_4$ K and $n_t = 10^5 n_{t,5}$ cm$^{-3}$. It should be compared with the time needed to reach the collisional ionization equilibrium (CIE), that is in our case approximately equal to the recombination timescale $\tau_{\text{rec}}$. For example, for ion O$^{2+}$ and O$^{6+}$ the recombination time is

$$
\tau_{\text{rec}}(\text{O}^{6+}) = (n_e q_{\text{RR},\text{O}^{6+}}(T_e))^{-1} \approx 4.7 \times 10^5 \text{s} T_4^{0.64} n_{e,5}^{-1},
$$

$$
\tau_{\text{rec}}(\text{O}^{2+}) = (n_e q_{\text{RR},\text{O}^{2+}}(T_e))^{-1} \approx 4.9 \times 10^6 \text{s} T_4^{0.64} n_{e,5}^{-1},
$$

where $n_e = 10^5 n_{e,5}$ cm$^{-3}$ and $q_{\text{RR}}$ is the total radiative recombination rate for this ion, taken from Pequignot et al. (1991). It is easy to see that the recombination timescale in this temperature interval is always longer than the cooling time for any abundant ion. Therefore the plasma is strongly overionized for its temperature, which results in high emissivities of the recombination lines.

The quantitative comparison of these timescales in the model is given in Figure 3.3, where ionization and recombination timescales for several ions are compared with the cooling time. At high temperatures the cooling timescale is longer than the ionization timescales and the material has enough time to converge to the CIE. At $T_e < 10^6$ K the cooling is much faster than the recombination down to temperatures of several hundred Kelvin and the high ionization state stays “frozen” until very low temperatures are reached.

Let us now compare the thermalization timescales and mean free paths to the quantities determined above. Following Spitzer (1956), the electron or ion self-collision timescale is equal to

$$
\tau_e = 114 \text{s} \sqrt{3 kT_e/m_e} \frac{A^{1/2} T_4^{3/2}}{n_5 Z^4 \ln \Lambda_C},
$$

where $A$ is the atomic weight (equal to $m_e/m_p \approx 1/1836$ for electrons), $Z$ is the particle charge, $n_5 = 10^5 n_5$ cm$^{-3}$ is the particle concentration and $\Lambda_C \approx 3.92 \times 10^7 n_{e,5}^{-1/2} T_4^{3/2}$. In our case of the highly-charged plasma having $Z \gg 1$ the timescale of the ion-ion collisions is even shorter than for the electron-electron collisions.

Nevertheless, the mean free path even for electrons $\lambda_e$ stays significantly below any other characteristic scale, including the typical temperature change length scale of the order of $10^9 - 10^{10}$ cm:

$$
\lambda_e = \tau_{e,c} \sqrt{3 kT_e/m_e} \approx 1 \times 10^7 \text{ cm} T_4^2 n_{e,5}^{-1}.
$$

For an illustration of the characteristic conditions after the passage of the shock front, in Figure 3.4 we show the Li-like O$^{5+}$ ion density as function of plasma temperature for
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Figure 3.3: Oxygen ion O$^{6+}$ and O$^{2+}$ recombination and ionization timescales compared to the plasma cooling time using the electron density dependence on temperature and the cooling function from the SD95 model with a 200 km/s cloud shock speed.

In this region\(^4\) the figure demonstrates overly high abundance of this ion in relatively dense plasma with $T < 3 \times 10^4$ K after the shock front, much higher than in the CIE, where this ion exists only in a narrow temperature range $T_e = (2 - 7) \times 10^5$ K (Mazzotta et al., 1998).

In the same figure we also present the oxygen emission measure distribution over temperature $d(EM)/d(\log T_e)$ in the SD95 model. This distribution together with the line emissivity dependence on temperature (e.g., Fig. 3.1) allows one to calculate the relative contributions to the total line flux from different temperature intervals (see Section 3.2.4 above).

Such line flux distributions for the prominent [O\textsc{iii}] line at 5007 Å and 8α recombination lines of different oxygen ions are shown in Figure 3.5. Note that at low temperatures (below 4000 K), the [O\textsc{iii}] 5007 Å line emission is dominated by the contribution from the recombination cascades, not the collisional excitation. The cascade contribution to the post-shock intensity of this line reaches about 20%.

Because of high O$^{6+}$ abundances at both low and high temperatures, the distribution of the O\textsc{vi} 8α line emission is much wider than that of the collisionally-excited optical [O\textsc{iii}]

\(^4\) We made our own computations of the post-shock plasma recombination and discovered that our oxygen ion distribution over ionization stages is rather similar to the one presented in the lower panel of Figure 3 of SD95, but only if the ion spectroscopic symbols on that figure are increased by unity. Therefore we assume that Figure 3 of SD95 has a misprint and the ion spectroscopic symbols should be read, e.g., “O VII” instead of “O VI”, “O VI” instead of “O V”, etc.
Figure 3.4: Differential oxygen emission measure per logarithmic temperature interval $dE_O/d(\log T_e)$ in the post-shock cooling region of the SD95 FMK model. Ionic abundances $n(O^{5+})/n(O)$ of the $O^{5+}$ ion in the FMK model and in the collisional ionization equilibrium in low-density plasmas (Mazzotta et al., 1998) are also shown. The temperature range not taken into account in our calculations is shaded.

The $O^v$ and $O^vi$ lines are the brightest expected ones. Lines of $O^iii$ and $O^iv$ from this region are predicted to be dimmer by a factor of about three, and the $O^ii$ lines by a factor of about ten.

In Figure 3.6 we show the predicted oxygen recombination line fluxes from the post-shock region of a model FMK. The brightest recombination lines around $1 \mu m$ are about 2000 times less intense than the reddened $[O^iii]$ 5007 Å line. Expected flux values are given in Table 3.3.

### 3.3.2 Cold photoionized region

The ions in the photoionized region before the shock front are rapidly recombining because of their low temperature. This results in rather bright recombination lines, with fluxes proportional to the distance $d$ between the ionization front and the shock wave.

The plane-parallel SD95 model does not determine this distance. The assumption of small optical depth of material between the shock wave and the ionization front results in
Table 3.3: Brightest recombination line \( l \)-summed emitted and reddened fluxes \( I \) and \( F \) from the post-shock cooling region computed following the SD95 model. The optical [O\textsc{iii}] 5007 Å line flux is also given. The last column contains the flux part in the strongest unresolved line component \( f_s \). The wavelength \( \lambda \) corresponds to the strongest line component.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Line</th>
<th>( \lambda, \mu m )</th>
<th>( I, ) erg/cm(^2)/s</th>
<th>( F, ) erg/cm(^2)/s</th>
<th>( f_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>O\textsc{vi}</td>
<td>7(\alpha)</td>
<td>0.5293</td>
<td>1.16(\times)10(^{-17})</td>
<td>1.34(\times)10(^{-19})</td>
<td>0.99</td>
</tr>
<tr>
<td>O\textsc{vi}</td>
<td>8(\alpha)</td>
<td>0.7720</td>
<td>7.73(\times)10(^{-18})</td>
<td>4.52(\times)10(^{-19})</td>
<td>0.99</td>
</tr>
<tr>
<td>O\textsc{vi}</td>
<td>9(\alpha)</td>
<td>1.0792</td>
<td>4.32(\times)10(^{-18})</td>
<td>8.98(\times)10(^{-19})</td>
<td>1.31*</td>
</tr>
<tr>
<td>O\textsc{vi}</td>
<td>12(\beta)</td>
<td>1.3740</td>
<td>9.15(\times)10(^{-19})</td>
<td>3.10(\times)10(^{-19})</td>
<td>0.99</td>
</tr>
<tr>
<td>O\textsc{vi}</td>
<td>10(\alpha)</td>
<td>1.4586</td>
<td>2.52(\times)10(^{-18})</td>
<td>9.32(\times)10(^{-19})</td>
<td>1.00</td>
</tr>
<tr>
<td>O\textsc{vi}</td>
<td>13(\beta)</td>
<td>1.7189</td>
<td>6.18(\times)10(^{-19})</td>
<td>2.76(\times)10(^{-19})</td>
<td>1.00</td>
</tr>
<tr>
<td>O\textsc{vi}</td>
<td>11(\alpha)</td>
<td>1.9177</td>
<td>1.54(\times)10(^{-18})</td>
<td>7.58(\times)10(^{-19})</td>
<td>1.00</td>
</tr>
<tr>
<td>O\textsc{vi}</td>
<td>12(\alpha)</td>
<td>2.4642</td>
<td>9.69(\times)10(^{-19})</td>
<td>5.69(\times)10(^{-19})</td>
<td>1.00</td>
</tr>
<tr>
<td>O\textsc{v}</td>
<td>6(\alpha)</td>
<td>0.4943</td>
<td>1.82(\times)10(^{-17})</td>
<td>1.14(\times)10(^{-19})</td>
<td>0.62</td>
</tr>
<tr>
<td>O\textsc{v}</td>
<td>7(\alpha)</td>
<td>0.7618</td>
<td>8.68(\times)10(^{-18})</td>
<td>4.89(\times)10(^{-19})</td>
<td>0.81</td>
</tr>
<tr>
<td>O\textsc{v}</td>
<td>8(\alpha)</td>
<td>1.1114</td>
<td>4.53(\times)10(^{-18})</td>
<td>1.01(\times)10(^{-18})</td>
<td>0.89</td>
</tr>
<tr>
<td>O\textsc{v}</td>
<td>10(\beta)</td>
<td>1.1929</td>
<td>1.22(\times)10(^{-18})</td>
<td>3.20(\times)10(^{-19})</td>
<td>0.92</td>
</tr>
<tr>
<td>O\textsc{v}</td>
<td>9(\alpha)</td>
<td>1.5538</td>
<td>2.51(\times)10(^{-18})</td>
<td>1.00(\times)10(^{-18})</td>
<td>1.21*</td>
</tr>
<tr>
<td>O\textsc{v}</td>
<td>12(\beta)</td>
<td>1.9784</td>
<td>5.05(\times)10(^{-19})</td>
<td>2.55(\times)10(^{-19})</td>
<td>0.96</td>
</tr>
<tr>
<td>O\textsc{v}</td>
<td>10(\alpha)</td>
<td>2.1002</td>
<td>1.45(\times)10(^{-18})</td>
<td>7.65(\times)10(^{-19})</td>
<td>0.94</td>
</tr>
<tr>
<td>O\textsc{v}</td>
<td>11(\alpha)</td>
<td>2.7613</td>
<td>8.72(\times)10(^{-19})</td>
<td>5.43(\times)10(^{-19})</td>
<td>0.97</td>
</tr>
<tr>
<td>O\textsc{iv}</td>
<td>7(\alpha)</td>
<td>1.1902</td>
<td>8.82(\times)10(^{-10})</td>
<td>2.32(\times)10(^{-19})</td>
<td>0.80</td>
</tr>
<tr>
<td>O\textsc{iv}</td>
<td>8(\alpha)</td>
<td>1.7363</td>
<td>4.58(\times)10(^{-19})</td>
<td>2.07(\times)10(^{-19})</td>
<td>0.74</td>
</tr>
<tr>
<td>O\textsc{iii}</td>
<td>5(\alpha)</td>
<td>0.8262</td>
<td>1.88(\times)10(^{-18})</td>
<td>1.42(\times)10(^{-19})</td>
<td>0.25</td>
</tr>
<tr>
<td>O\textsc{iii}</td>
<td>6(\alpha)</td>
<td>1.3727</td>
<td>8.23(\times)10(^{-19})</td>
<td>2.78(\times)10(^{-19})</td>
<td>0.25</td>
</tr>
<tr>
<td>O\textsc{iii}</td>
<td>7(\alpha)</td>
<td>2.1149</td>
<td>3.96(\times)10(^{-19})</td>
<td>2.10(\times)10(^{-19})</td>
<td>0.76</td>
</tr>
<tr>
<td>[O\textsc{iii}]</td>
<td></td>
<td>0.5007</td>
<td>5.78(\times)10(^{-15})</td>
<td>3.90(\times)10(^{-15})</td>
<td></td>
</tr>
<tr>
<td>[O\textsc{iii}]**</td>
<td></td>
<td>0.5007</td>
<td>2.72(\times)10(^{-13})</td>
<td>1.84(\times)10(^{-15})</td>
<td></td>
</tr>
</tbody>
</table>

* Including the 11\(\beta\) line that overlaps with 9\(\alpha\)
** Including the pre-shock photoionized region contribution

*Note.* Assumed cloud area is \( 1 \times 10^{34} \) cm (size about 2\(''\)). Reddening was applied using the Schild (1977) reddening curve and \( E(B-V) = 1.5 \) (Hurford & Fesen 1996). The brightest knots are a factor of 5–20 more intense in the [O\textsc{iii}] 5007 Å line than the values given in the table. The \( f_s \) values were determined from simulated spectra having a 200 km/s Doppler line width at the half maximum level (FWHM), that is equal to the optical line widths observed in the Cas A knots (van den Bergh 1971); see also Section 3.4.
Figure 3.5: Differential luminosity distribution per logarithmic temperature interval according to the SD95 model for several spectral lines, including the prominent 5007 Å [O III] line and predicted O II – O VI 8α lines. Curves are normalized so that the area enclosed under each of them equals one. The temperature range not taken into account in our calculations is shaded.

restriction of \( d < 10^{17} \) cm for relevant cloud models for a preshock ion number density of 100 cm\(^{-3}\) (illustrated in Figure 12 of SD95). Below we conservatively take \( d = 10^{15} \) cm, keeping in mind that the line fluxes scale linearly with it.

The cloud model also does not determine the exact temperature in the photoionized region. We take \( T_e = 1 \times 10^3 \) K as a reference value, but [Dopita et al. (1984)] mention that it may be as low as 100 K. If the real temperature in the region is less than our assumed value, recombination line emissivities are respectively higher (see Section 3.5.1 below for quantitative dependences).

Predicted oxygen line fluxes for the SD95 model OP200 with a shock speed of 200 km/s and total preshock ion number density of 100 cm\(^{-3}\) are shown in Figure 3.7 and given in Table 3.4. It is seen that even with our quite conservative assumptions, the resulting line fluxes are noticeably stronger than from the shock front. Indeed, the predicted line brightest components are on the level of a percent of the [O III] 5007 Å line.

If this would be the case, the lines would have been detected in spectroscopic observations of the fast-moving knots (see discussion on existing observation limits in Section 3.3.4 below).

Our estimate of the observational limit on the O III 5α recombination line flux at 0.83 μm based on the data by [Hurford & Fesen (1996)] of 0.005 × \( F(5007 \) Å) may be trans-
Figure 3.6: Reddened recombination line \( l \)-summed fluxes \( F \) from the post-shock cooling region. Details are as in note to Table 3.3. Here the lines are represented as “infinitely thin”; their fine structure is discussed in Section 3.4.

formed into a joint constraint on the thickness of the photoionized region \( d \), its temperature \( T_e \) and total ion density \( n_t \):

\[
\left( \frac{n_t}{100 \text{ cm}^{-3}} \right)^2 \left( \frac{10^3 \text{ K}}{T_e} \right) \left( \frac{d}{10^{15} \text{ cm}} \right) < 1,
\]

assuming \( E(B-V) = 1.5 \) and \( \text{O}^{3+} \) ionic abundance after the ionization front of 0.6.

From this example it is easy to see that detection of the lines or even tight upper limits will allow us to perform detailed observational tests of the SD95 and other FMK models.

### 3.3.3 Separating pre- and post-shock spectral lines

Observationally, the lines formed in the regions before and after the shock wave will be distinguishable because of two effects. Firstly, the lines arising in the photoionized region still dynamically undisturbed by the shock wave should be very narrow intrinsically, but the lines arising in the post-shock region are expected to be Doppler-broadened by turbulence.

Secondly, the spectral lines arising in the post-shock region should be shifted with respect to the pre-shock lines. The relative Doppler shift between these two line families appears due to motion of the post-shock gas relative to the initial knot speed induced by the shock wave. In the strong-shock limit, this velocity difference equals \( 3/4 \) \( v_{\text{shock}} \) for the specific heat ratio \( \gamma = 5/3 \) (Zel’dovich & Raizer, 1967), i.e. up to 150 km/s in the SD95.
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Table 3.4: Brightest recombination line \( l \)-summed emitted and reddened fluxes \( I \) and \( F \) from the photoionized region before the shock front, computed following the SD95 model. Details are as in the note to Table 3.3. The photoionized region thickness is \( 10^{15} \) cm. The last column contains the flux part in the strongest unresolved line component \( f_s \) for a FWHM of 200 km/s (see Note to Table 3.3). The wavelength \( \lambda \) corresponds to the strongest line component.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Line</th>
<th>( \lambda, \mu m )</th>
<th>( I, ) erg/cm(^2)/s</th>
<th>( F, ) erg/cm(^2)/s</th>
<th>( f_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>O\textsc{iii}</td>
<td>5( \alpha )</td>
<td>0.8262</td>
<td>4.13( \times )10(^{-16} )</td>
<td>3.26( \times )10(^{-17} )</td>
<td>0.26</td>
</tr>
<tr>
<td>O\textsc{iii}</td>
<td>6( \beta )</td>
<td>0.8327</td>
<td>1.05( \times )10(^{-16} )</td>
<td>8.48( \times )10(^{-18} )</td>
<td>0.31</td>
</tr>
<tr>
<td>O\textsc{iii}</td>
<td>7( \beta )</td>
<td>1.2552</td>
<td>6.09( \times )10(^{-17} )</td>
<td>1.77( \times )10(^{-17} )</td>
<td>0.73</td>
</tr>
<tr>
<td>O\textsc{iii}</td>
<td>6( \alpha )</td>
<td>1.3727</td>
<td>1.95( \times )10(^{-16} )</td>
<td>6.61( \times )10(^{-17} )</td>
<td>0.27</td>
</tr>
<tr>
<td>O\textsc{iii}</td>
<td>8( \beta )</td>
<td>1.7998</td>
<td>3.69( \times )10(^{-17} )</td>
<td>1.72( \times )10(^{-17} )</td>
<td>0.86</td>
</tr>
<tr>
<td>O\textsc{iii}</td>
<td>7( \alpha )</td>
<td>2.1149</td>
<td>1.00( \times )10(^{-16} )</td>
<td>5.32( \times )10(^{-17} )</td>
<td>0.82</td>
</tr>
<tr>
<td>O\textsc{iii}</td>
<td>9( \beta )</td>
<td>2.4804</td>
<td>2.32( \times )10(^{-17} )</td>
<td>1.36( \times )10(^{-17} )</td>
<td>1.32*</td>
</tr>
<tr>
<td>O\textsc{iii}</td>
<td>8( \alpha )</td>
<td>3.0871</td>
<td>5.50( \times )10(^{-17} )</td>
<td>3.59( \times )10(^{-17} )</td>
<td>0.91</td>
</tr>
<tr>
<td>O\textsc{ii}</td>
<td>5( \alpha )</td>
<td>1.8645</td>
<td>4.03( \times )10(^{-17} )</td>
<td>1.94( \times )10(^{-17} )</td>
<td>0.24</td>
</tr>
<tr>
<td>O\textsc{ii}</td>
<td>6( \alpha )</td>
<td>3.0922</td>
<td>1.90( \times )10(^{-17} )</td>
<td>1.24( \times )10(^{-17} )</td>
<td>0.59</td>
</tr>
</tbody>
</table>

* Including the 10\( \gamma \) line that overlaps with 9\( \beta \)

model, but the relative Doppler shift will also depend on the angle between the shock front and the direction towards the observer.

Both collisionally-excited and recombination lines should display these features, but for the former group such differences should be easier to detect because of their higher line intensities.

The observations with higher spectral resolution (\( \lambda/\Delta \lambda < 20000 \)) could also result in detection of several narrow components forming a line. They could arise from the individual vortex or velocity component emission, if there is only one or a few of them dominating the plasma motion after the shock, as observed in laser experiments simulating cloud-shock interaction in supernova remnants (Klein et al., 2003). The resulting spectral line profile might be quite complicated (e.g., Inogamov & Sunyaev (2003)), but such observations will provide data on the post-shock dynamics of the fast-moving knot that is presently poorly constrained from observations.

### 3.3.4 Existing observational limits

As is seen from Figures 3.6 and 3.7, the brightest recombination lines are expected to lie in the wavelength range between 0.7 and 3 \( \mu m \). Several detailed spectroscopic investigations have already been performed in this range and could have found these lines, provided that they had low enough detection limits. Below we discuss such existing optical and
near-infrared limits on the line fluxes and compare them with the SD95 model predictions.

Optical spectra of fast-moving knots with wide spectral coverage were obtained, e.g., by Chevalier & Kirshner (1979) and Hurford & Fesen (1996). According to the authors, the detection limits around 0.75–0.85 µm are about 200–300 times less than the [OIII] 5007 Å line flux for the brightest observed features.

Our results give flux ratios of the reddened 5007 Å line to the brightest components of the Ovi 8α, O v 7α and O iii 5α lines of about 200–2000 (see Figures 3.6 and 3.7 and Tables 3.3 and 3.4). These values show that the model is on the boundary of consistency with the observational results. They also imply that oxygen recombination line detection should be possible, provided that the physics in the post-shock and pre-shock regions corresponds to that described by the SD95 model.

Recently, near-infrared (0.95–2.5 µm) spectra of Cas A fast-moving knots, obtained with the 2.4 m Hiltner telescope, were published by Gerardy & Fesen (2001). It is more difficult to compare their detection limits with our predictions, as there is only one oxygen O I line blend present around 1.129 µm. It arises in transitions between excited states of neutral oxygen and is also blended with the [S i] line. If we assume that the overlapping [S i] line emission is negligible, our estimate of the observational detection limit corresponds to about 1/100 of the reddened optical [OIII] line flux. This value is again similar to or a factor of several higher than the predicted fluxes of the Ovi 9α, O v 8α and O iii 6α and 7α lines, also showing the feasibility of the line detection.
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3.4 Individual line substructure

In the non-relativistic hydrogenic approximation, level energies depend only on the ion charge and the principal quantum number $n$ of the level. Though, this approximation is not fully applicable for the description of the spectral lines corresponding to transitions between the levels with $n \approx 10$, as other effects start playing a role. They arise due to energy level shifts, described in Appendix A.5 resulting in the “fine” structure appearing in the spectral lines. As a result, these effects help to distinguish lines of different elements having equal ionization stages and initial and final $n$s.

We calculated the line $l$- and $K$-substructure following the method outlined in Appendix A.6 ($K$ is the quantum number used to characterize additional interaction of the highly-excited electron orbital momentum with the total angular momentum of other electrons, present in O II, O III, S II and S III lines). The results are shown in Figure 3.8 for the most interesting cases, assuming recombination lines having widths around 200 km/s (full width at half maximum level, FWHM), of the same order as the observed widths of forbidden optical lines [van den Bergh, 1971].

It is easily seen that high-$l$ levels have both smaller quantum defects and smaller $K$-splitting. When $K$-splitting is present, a complicated line structure results in weaker individual line fluxes, making them more difficult to detect.

The spectral lines arising in the transitions between lower-$n$ levels have higher $K$- and $l$-splittings. Therefore the line components have larger separations and the number of individual components increases even more, with each of them being less intense. The near-infrared lines are therefore more promising for the detection than the optical ones, as they have less substructure (compare panels (b) and (c) in Figure 3.8).

The substructure of the 6α recombination lines of Mg I, Al I and Si I have been observed in solar spectra near 12 $\mu$m and explained using similar, although somewhat more elaborate, theoretical descriptions [Brault & Noyes, 1983; Chang & Noyes, 1983; Chang, 1984]. We have used these observations as the test cases for our line substructure computation code.

In Tables 5–15, available as an electronic supplement at CDS, we give O II–O VI, S II–S V, Si II and Si III recombination line component vacuum wavelengths, emissivities and relative intensities in the $(nlK) \rightarrow (n'l'K')$ resolution for several temperatures ($\lg(T_e, K) =3.0$, 3.5, 4.0, 4.5 and 5.0) in the low-density limit. The first seven columns characterize the quantum numbers of the transition (total recombining ion electronic angular momentum $J_c$ and highly-excited electron quantum numbers before and after the transition $n$, $l$, $K$, $n'$, $l'$, $K'$), Column 8 gives the line component wavelength in microns, the next columns in pairs give the line component emissivity in cm$^3$/s and the intensity ratio of this component with respect to the $K$- and $l$-summed emissivity $\varepsilon(J_c, nlK, n'l'K')/\varepsilon(n, n')$. Only the lines most likely to be detected are given in these tables, selected by the following parameters – only $\alpha$, $\beta$ and $\gamma$ lines having wavelengths between 0.3 and 5.0 $\mu$m.

Tables 16–23, also available at CDS, contain similar information on predicted oxygen line component fluxes in the SD95 200 km/s shock model. The fluxes from the cooling and photoionized regions are given separately in Tables 16–20 (for O II–O VI) and 21–23 (for O II–O IV), respectively. The first eight columns again contain the quantum numbers
Figure 3.8: Fine structure of recombination lines. A Doppler FWHM of 200 km/s is assumed. (a): O\textsc{iii} 7\(\alpha\) line \((8, l) \rightarrow (7, l - 1)\) component structure for \(l \geq 4\). The sum of all components is set to be equal for each \(l\). Emissivities of the \((8, l) \rightarrow (7, l + 1)\) components are much weaker and the structure of the resulting lines is not shown. (b),(c): Spectral emissivity \(d\varepsilon/d\lambda\), cm\(^3\)/s/A of the simulated O\textsc{iii}, Si\textsc{iii} and S\textsc{iii} 5\(\alpha + 6\beta\) and 7\(\alpha\) line structure for low-density case and temperature \(T_e = 2 \times 10^4\) K. Note that Si\textsc{iii} lines have been scaled down to fit on the same scale. (d): Spectral emissivity for the simulated O\textsc{v} and S\textsc{v} 7\(\alpha\) line structure in the same conditions. Absence of \(K\)-splitting results in much simpler profiles.
characterizing the transition and the line wavelength, Column 9 lists the line component flux in erg/cm²/s, Column 10 contains the intensity ratio of this component with respect to the $K$- and $l$-summed emissivity.

As discussed in Appendix A.5 the input atomic data are precise to about 10% and we cannot expect better precision of the resulting line wavelength differences from the hydrogenic values.

A sample region from the total resulting model spectrum is shown in Figure 3.9. It shows the variety of the spectral shapes as well as illustrates the diminishing of the peak intensity due to $K$-splitting for O\textsc{iii} lines.

The line substructure changes with density and temperature because of changes in the relative populations of the $l$-states. At low temperatures the main population mechanism is the radiative recombination, which is populating high-$l$ levels relatively efficiently. When the electron density increases, $l$-redistribution modifies high-$l$ populations for $n$ greater than about 20, but for $n < 15$ the changes are generally smaller.

At higher temperatures, DR populates relatively lower $l$ states having higher quantum defects and low probabilities of $\alpha$-line emission. Therefore a recombination line is split into many components and its emissivity is relatively low. In this case, $l$-redistribution mostly shifts the recombined electrons to higher-$l$ states, simplifying the line profile and significantly increasing its emissivity.

In Figure 3.10 we show the change of the O\textsc{iii} 7$\alpha$ line fine structure with temperature and density, illustrating the described effects.

Another effect arising at low temperatures and electron densities is lower populations of excited $J_c$ core states. For O\textsc{ii}, O\textsc{iii}, S\textsc{ii} and S\textsc{iii} lines this results in the damping of the $K$-splitting, as it arises only from recombination of excited ions. All the flux from $(nlK) \rightarrow (n'l'K')$ components in this case will be redistributed into the central $(nl) \rightarrow (n'l')$ components and only the $l$-splitting will remain.

### 3.5 Plasma diagnostics using recombination lines

#### 3.5.1 Temperature diagnostics

The line emissivity dependence on temperature is shown for several bright optical and near-infrared oxygen recombination lines in the low-density limit in Figure 3.11. Corresponding line wavelengths are given in Table 3.2 above. This figure allows us to compute the recombination line fluxes for other models of the multi-temperature plasma with an emission measure distribution different from the discussed SD95 model.

The curves in Figure 3.11 have two distinct regions. At low temperatures the emissivity is determined by the radiative recombination and changes smoothly from ion to ion. At temperatures higher than several tens of thousands Kelvin the dielectronic recombination starts to dominate the recombination rates (except for the O\textsc{vi} lines due to the absence at low temperatures of dielectronic recombination channels in the He-like ion O\textsc{vii}$^{6+}$) and line emissivities of different ions become determined by the lowest excited states of the
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Figure 3.9: Model spectra near 0.8 and 2.1 μm containing recombination lines of O II–O VI computed based on the SD95 200 km/s shock model. Contributions of cooling and photoionized regions are added. It is seen that at longer wavelengths the line profiles are less influenced by the substructure. Note that O III line fluxes are diminished to fit on the same scale. A line FWHM of 200 km/s is assumed.
recombining ion, as described in Appendix A.3. The temperature of the strong emissivity rise is proportional to the typical energy of such excited states. The amplitude of the rise is proportional to the lowest excited state decay rate.

For the discussed SD95 200 km/s shock model the high-temperature region where the DR dominates is important only for O V lines, but it is easy to imagine other ionic abundance distributions where it also will affect ions in lower ionization stages.

The dependence of individual O V recombination α-line ratios on temperature is shown in Figure 3.12. Again, the two distinct regions are seen at low and high temperatures corresponding to RR- and DR-dominated recombination.

In the intermediate temperatures, the lines corresponding to transitions at lowest ns become relatively brighter. The reason for such dependence, especially clearly visible in the $6\alpha/7\alpha$ line ratio, is the following. As follows from Appendix A.3 at low temperatures the dielectronic recombination rate is damped by the factor $\exp \left( -\frac{E}{kT_e} \right)$. For the low n levels the doubly excited state energy $E$ may be significantly lower than the core excitation energy and at low temperatures this makes a difference and the dielectronic recombination populates mostly low-n levels, increasing emissivities of low-n recombination lines.

The described effect is most pronounced for recombination lines of O V, Si III and S V, although in all cases the most temperature-sensitive line – the α-line formed by the transition from the lowest level, into which the DR is possible – is situated around 2000–3000 Å. Though, as can be seen from Figure 3.12, the next recombination line of these ions around
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Figure 3.11: Low-density $l$-summed emissivities of oxygen ion optical and near-infrared recombination lines. Different colors represent different ions, plotted line thickness increases with the spectral line wavelength.

Figure 3.12: Low-density $l$-summed O V recombination line emissivity ratios as functions of electron temperature.
4500–5000 Å also can be a useful diagnostic tool, being relatively much brighter in a narrow temperature interval.

### 3.5.2 Recombination lines as density diagnostics

Recombination line flux ratios in principle allow us also to determine density of the emitting region, as their dependences on density and temperature differently affect the relative line fluxes.

As an example, in Figure 3.13 we plot the O\textsubscript{v} 7\(\alpha\) line emissivity as a function of the electron density for different temperatures between \(10^3\) and \(10^5\) K. For better representation, emissivity ratios to their low-density values are shown. Clearly, the density dependences are weak and can probably be neglected in the first stage of the qualitative analysis, especially at low temperatures.

Two distinct regions are seen once again. At low temperatures where only radiative recombination determines the level populations, emissivities decrease with density, but at higher temperatures they increase. The difference is explained by different initial populations of the levels.

Dielectronic recombination predominantly populates states with \(l \lesssim 10\) (see, e.g., Appendix A.3). Collisions in this case mostly transfer recombined electrons to higher \(l\)s, increasing the probability of \(\Delta n = 1\) transitions and, therefore, \(\alpha\)-line emissivities.

Radiative recombination, especially at low temperatures, populates high-\(l\) states much more efficiently. In this case, populations of low-\(l\) levels relatively increase as a result of the \(l\)-changing collisions, and recombination line emissivities somewhat decrease.

In Figure 3.14 we show the O\textsubscript{v} recombination line emissivities relative to their low-density values as a function of electron density at temperature 30 000 K. Lines arising in transitions between higher levels increase relatively more, but in absolute terms the increase in emissivity is approximately constant, determined by the \(l\)-redistribution in the high-\(n\) levels.

### 3.5.3 Recombination lines of other elements

Our previous analysis mainly examined the oxygen recombination line emission, as the SD95 model allows us to make quantitative predictions about their fluxes and line ratios to the observed collisionally-excited lines. For other elements, no model results for ionic abundance distribution are available. Thus to predict their line fluxes it is necessary to solve a separate problem of non-equilibrium plasma cooling and recombination after the shock front for dense clouds of different compositions. Such an analysis is outside the scope of this paper.

Nevertheless, it seems valuable to provide data on the recombination line emissivities as functions of temperature for the most typical elements. Then, from measured line ratios, it will be possible to reconstruct characteristic conditions in the emitting regions. As the two most typical examples of elements composing FMKs in Cas A, we concentrate on the
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Figure 3.13: Dependence of O v 7α line emissivity on electron density for different electron temperatures $T_e$. Values are normalized to the low-density emissivity.

Figure 3.14: Increase of O v α-line emissivities with electron density at temperature $T_e = 3 \times 10^4$ K.
recombination lines of silicon and sulphur. Approximate wavelengths of their recombination lines are given in Table 3.2 above.

Figure 3.15 presents low-density emissivities of the brightest optical and near-infrared recombination lines of silicon and sulphur ions expected to exist in the fast-moving knots. Note that Si\textsc{iv} and S\textsc{vi} lines are much weaker than of the other ions at $T_e > 10^5$ K due to the weakness of dielectronic recombination channels at these temperatures. Note also that the line emissivities in Si\textsc{ii} and Si\textsc{iii} ions start to increase sharply at about 12 000 K.

Thus these ions are the most sensitive tracers of plasma at temperatures between 15 000 and 30 000 K, when emissivities of O and S ions are still relatively weak. This is also seen in Figure 3.8(b,c), where the emissivities of the lines of Si\textsc{iii} are a factor of 20-50 higher than that of O\textsc{iii} and S\textsc{iii} in the same conditions.

Similar to the case of oxygen recombination lines, the density dependences are not pronounced.

### 3.5.4 Recombination line flux ratios to collisionally-excited lines

The comparison of metal recombination line fluxes with the “traditional” collisionally-excited lines may also be a useful tool for plasma diagnostics.

As these two types of lines have different origins, their emissivity dependences on temperature and density are rather different. For example, collisionally-excited line emissivities exponentially decrease at temperatures below about $h\nu/k_B$, as thermal electron energies are not sufficient to excite the ion electronic transition. In contrast, recombination line emissivities at low temperatures increase with decreasing temperature.

Another useful property is that, even in the case when the recombination lines are not detected at all, from the limits of the ratios to the collisional lines it is possible to place constraints on the plasma parameters.

In Figure 3.16 we give ratios to several brightest collisionally-excited optical lines. The exponential increase of the ratios at low temperatures is clearly seen. Collisional line emissivities have been computed using the Chianti atomic database [Dere et al. 1997; Landi et al. 2006].

Recombination line flux ratios to the fine-structure far-infrared line emissivities are given in Figure 3.17. As the Chianti database does not allow one to compute line emissivities down to 100 K, we computed them by extrapolating fine-structure transition electronic excitation collision strengths to low temperatures by a constant that should be reliable to within a factor of two. The collision strength values were adopted from calculations by Lennon & Burke (1994); Blum & Pradhan (1992); Taval & Gupta (1999); Taval (2000, 2006).

We note that observations of the far-infrared lines in the spectral range from 10 to 100 $\mu$m are impossible from the ground. But even from space, observations of these very intense lines cannot be performed with an angular resolution sufficient to resolve individual knots. They can result only in a signal integrated over many individual emitting objects.

The density dependences of recombination and collisionally-excited lines are also different. Forbidden line emissivity starts decreasing as $1/n_e$ at some critical density, whereas the
Figure 3.15: Low-density $l$-summed emissivities of several optical and near-infrared silicon and sulphur recombination lines. Different colors represent different ions, plotted line thickness increases with spectral line wavelength.
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![Graph showing the recombination line to collisional line ratio as a function of temperature.](image)

Figure 3.16: Low-density emissivity ratios of recombination lines to several brightest optical collisionally-excited lines.

recombination line emissivities may both decrease and increase depending on the plasma temperature (see above).

The best density indicators for relatively low temperatures and densities in the fast-moving knots are obviously ratios of different optical and near-infrared lines to the far-infrared lines that have critical densities of the order of $10^3 - 10^4$ cm$^{-3}$. In an accompanying paper (Docenko & Sunyaev, to be submitted), we present such an analysis based on existing experimental data and compare the results to our predictions based on the SD95 model.

3.6 Conclusions

We have developed in detail a new method of rapidly recombining plasma diagnostics based on measurements of optical and near-infrared recombination lines of multiply-ionized metal atoms.

As an example, we have applied our method to the SD95 theoretical model of fast-moving knots in the Cassiopeia A supernova remnant and computed expected oxygen line fluxes from a single FMK of average size and the resulting recombination line ratios. Both the cold photoionized region before the shock front and the rapidly cooling region immediately after the shock front produce oxygen recombination lines strong enough to be observed with modern optical telescopes in the wavelength range between 0.5 and 3 $\mu$m.

At shorter wavelengths, two factors hamper the line observations: high absorption in
Figure 3.17: Emissivity ratios of recombination lines to several far-infrared collisionally-excited lines. Upper and lower panels show emissivity ratios in the low-density limit applicable for the cold photoionized region (except for the 88.4 μm line) and the case of $n_e = 3 \times 10^4$ cm$^{-3}$ typical for the cooling region after the shock front.
the interstellar medium on the way from Cas A and the line splitting into widely separated multiple components with consequently lower intensities in each of them. The lines $n\alpha$ corresponding to transitions between $n \geq 6$ levels are the most promising, as they are not so strongly split and have 50-90% of the $l$-summed intensity in one or a few narrow components.

The precision of our RL flux estimates from Cas A is not expected to be better than a factor of several, as inconsistencies of similar magnitude are observed between the SD95 model predictions and far-infrared oxygen line observations (Docenko & Sunyaev, to be submitted).

Nevertheless, when detected, the recombination lines will allow us to determine the details of the photoionization and rapid cooling processes in the FMKs from the line intensities, intensity ratios to each other and to forbidden collisionally-excited lines and from the recombination line fine structure measurements. The measurements of the line structure demand higher signal-to-noise ratios that can nevertheless be achieved by modern telescopes in a reasonable integration time of a few hours.

One very interesting result is that the predicted O\textit{v} and O\textit{vi} recombination lines, being brightest in the cooling region recombination line spectra, arise in the temperature range significantly below $10^5$ K, where there are essentially no O$^{5+}$ and O$^{6+}$ ions in collisional ionization equilibrium conditions.

It also would be very interesting to observe the recombination lines from the knots consisting mostly of silicon and iron. The existence of high-temperature shock-heated plasma having such a chemical composition has been proven by X-ray spectral observations (e.g., Hughes et al. (2000); Hwang et al. (2004)), but detailed theoretical predictions of the cooling and ionization structure of such clouds have not yet been developed.

One of the purposes of this article is to attract attention to metal recombination lines radiated by plasma far out of the collisional ionization equilibrium and having highly-charged ions at low temperatures. Besides the supernova remnants, such plasma producing detectable metal recombination lines may exist in planetary nebulae, as well as near quasars and active galactic nuclei.
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Fine-structure infrared lines from the Cassiopeia A knots
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Abstract

Aims: Archival observations of the infrared fine-structure lines from the young Galactic supernova remnant Cassiopeia A allow to test existing models and to determine the physical parameters of various regions of the fast-moving knots – metal-dominated clouds of the material ejected in the supernova explosion.

Methods: The fluxes of the far-infrared \([\text{O} \text{I}]\) and \([\text{O} \text{III}]\) lines are extracted from the previously unpublished archival ISO data. The archival Spitzer data are used to determine the fluxes of the O, Ne, Si, S, Ar and Fe ion fine-structure lines originating in the fast-moving knots. The ratios of these line fluxes are used for the plasma diagnostics. We also determine the infrared line flux ratios to the optical \([\text{O} \text{III}]\) 5007 Å line in the knots having previously measured reddening.

Results: We show that the infrared oxygen line flux predictions of all existing theoretical models are correct only to within a factor of several. Comparison of the model predictions shows that to reproduce the observations it is essential to include the electron conductivity and effects of the dust. Detailed analysis of the diagnostic line ratios of various ions allows us to qualitatively confirm the general model of the FMK emission and to determine observationally the physical conditions in the photoionized region after the shock front for the first time. We also infer from the results that the pre-shock cloud densities are higher than in the existing theoretical models and most probably constitute several hundred particles per \(\text{cm}^3\). We determine also the Cas A luminosities in the infrared continuum and lines.

Keywords: atomic processes - ISM: supernova remnants: individual: Cassiopeia A - infrared: ISM
4.1 Introduction

The young Galactic supernova remnant Cassiopeia A (Cas A) is one of only a few objects where the inner composition of the supernova progenitor may be studied directly, as the explosion ejecta have not yet mixed with the surrounding medium. In places where these ejecta are being crossed by the reverse shock wave, they are observable as compact knots emitting optical forbidden lines of ions of oxygen, sulphur, argon and other elements. Due to their high density, such ejecta knots are not strongly decelerated by the reverse shock wave and, as a result, have high proper motions, that motivated to name them as the fast-moving knots (FMKs). Studies of Peimbert & van den Bergh (1971) and Chevalier & Kirshner (1978, 1979) have firmly established that the FMKs are an observational manifestation of the supernova ejecta.

In the FMKs we therefore deal with very unusual situation in astrophysics where oxygen comprises 80%-90% of all atoms in the plasma, other components being mostly Ne, Si, S, Ar and Fe. The hydrogen and helium abundances are, in contrast, thought to be negligibly low. Optical observations have shown that some knots consist even of essentially pure oxygen (so-called [O\textsc{iii}] filament, Chevalier & Kirshner (1979)).

Theoretical interpretation of the optical observations has proven that the plasma heated up to temperatures of several million degrees is rapidly cooling due to its high density and anomalous chemical composition of the gas. At the same time the ionization degree is lagging behind the rapid cooling rate. This results in a unique situation where atoms with strongly different ionization degrees coexist at low temperatures from $10^4$ K to several hundreds Kelvin. Just because of that, as we show below, the lines of highly-charged ions, such as [Si\textsc{x}] and [Ar\textsc{v}], originate at temperatures about $10^4$ K and lower\footnote{The [Si\textsc{x}] line have been detected also in spectra of several active galactic nuclei (Thompson 1996; Riffel et al. 2006), where it is apparently formed in the photoionized region. Even so, the models predict the line-forming region temperatures around $10^5$ K (Ferguson et al. 1997).}.

Traditionally, theoretical models of the fast-moving knot emission were compared only with the optical line observations. As there is only a very limited number of informative line ratios in the optical spectrum, the FMK theoretical models are both difficult to construct and to compare with optical observations. Most well-known models are the ones constructed by Itoh (1981a,b); Borkowski & Shull (1990) and Sutherland & Dopita (1995b).

Recent paper by Docenko & Sunyaev (2008) has shown one way to constrain the theoretical models using prospective observations of the optical and near-infrared recombination lines of highly-charged oxygen ions.

In this paper we demonstrate how the existing archival infrared observations can discriminate between the existing models and set strong constraints for the construction of the future ones. We compare the model predictions of the far-infrared (FIR) fine-structure oxygen line flux ratios to the flux in the optical [O\textsc{iii}] 5007 Å line with their observational values and show that all of the predictions are in error by a factor of several for one or several flux ratios. It should be remembered, however, that the theoretical models predict the deviations of ionic abundances from their collisional equilibrium values by orders of
magnitude. Therefore inconsistencies of the observed order suggest that some corrections should be applied to the existing models, while the general picture described in the models is entirely correct.

The infrared fine-structure line flux ratios of other element (in addition to oxygen) ions are currently the best tool available for direct studies of the physical parameters in the FMKs. We made an attempt to estimate these parameters using available observational data. As a result, parameters of the post-shock photoionized region are estimated observationally for the first time, confirming qualitatively the predictions of the theoretical models, but again showing some quantitative differences.

The FIR lines will be even more important probe in future, as several far-infrared observatories, such as Herschel Space Observatory and SOFIA, will start their operation soon. They will provide much better FIR data with higher sensitivity and angular resolution, allowing to further constrain the FMK models.

Results of this study are important also for better understanding of the small-scale structure of other oxygen-rich supernova remnants, such as Puppis A, N132D, G292+1.8, etc.

The paper structure is following. In the next Section we briefly describe the existing theoretical models of the FMKs and estimate oxygen infrared line fluxes from one of them. Section 4.3 is devoted to description of the archival infrared observations of the Cas A and their analysis. In Section 4.4 we estimate the physical conditions and abundances in the different regions of FMKs from the observed line flux ratios. In Section 4.5 we discuss these results and compare them with the values predicted by the models. Finally, in Section 4.6 we conclude the article.

4.2 Theoretical models of the fast-moving knots

The first detailed model of a fast-moving knot emission, describing it as arising in the passage of a shock wave through the pure oxygen medium, was constructed by Itoh (1981a,b). His model H results were compared with the [O III] filament optical spectrum in the northern part of the Cas A supernova remnant (SNR) shell and reproduced all four measured oxygen [O I], [O II] and [O III] optical line flux ratios to within a factor of two. The infrared line ratios to the [O III] 5007 Å line\(^2\) for this theoretical model (denoted I-H) and other models described below are given in Table 4.1.

In this and other theoretical models, the rapidly cooling region just after the shock front produces high flux of the ionizing radiation that results in appearance of two photoionized regions (PIRs): before and after the shock front (see Figure 4.1).

Later, Itoh (1986) discussed that the model neutral oxygen optical line intensities arising in the PIR after the shock front are much too high when compared to the observed spectra

\(^2\)The 5007 Å line is three times brighter than the other [O III] doublet component at 4959 Å (e.g., Osterbrock & Ferland 2006). Note that in some papers the line intensities are compared to the sum of the doublet components.
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Table 4.1: Far-infrared line flux ratios to the dereddened 5007 Å line as derived from different theoretical models and observations. See text for details.

<table>
<thead>
<tr>
<th>$\lambda$, $\mu$m</th>
<th>I-H</th>
<th>BS-F</th>
<th>BS-DC</th>
<th>SD-200*</th>
<th>Observed**</th>
<th>$f_{\text{PIR}}$ SD-200*</th>
</tr>
</thead>
<tbody>
<tr>
<td>[O iv] 25.91</td>
<td>0.0051</td>
<td>5.0</td>
<td>0.53</td>
<td>8.1</td>
<td>0.20</td>
<td>0.995</td>
</tr>
<tr>
<td>[O iii] 51.81</td>
<td>0.031</td>
<td>1.34</td>
<td>0.72</td>
<td>0.67</td>
<td>0.25</td>
<td>0.999</td>
</tr>
<tr>
<td>[O i] 63.19</td>
<td>1.30</td>
<td>170</td>
<td>12</td>
<td>—</td>
<td>0.07</td>
<td>—</td>
</tr>
<tr>
<td>[O iii] 88.36</td>
<td>0.028</td>
<td>0.22</td>
<td>0.11</td>
<td>0.55</td>
<td>0.10</td>
<td>0.999</td>
</tr>
<tr>
<td>[O i] 145.5</td>
<td>0.038</td>
<td>7.8</td>
<td>0.75</td>
<td>—</td>
<td>&lt;0.0024</td>
<td>—</td>
</tr>
</tbody>
</table>

* Derived in Sections 4.2.1 and 4.2.2
** Obtained in Sections 4.3.1 and 4.3.2.1

Notes. The last column lists contribution to the line flux in the SD-200 model arising from the photoionized region (PIR) before the shock wave. Derivation of the observed line flux ratio values is described in Section 4.3. The model-predicted [O i] lines are sensitive to the pre-shock ion number density in the model, see Section 4.4.1.2.

of the oxygen-rich supernova remnant Cas A and Puppis A ejecta. He suggested that emission from this region is damped because the region itself is truncated due to some hydrodynamical phenomena. It affects essentially only neutral oxygen lines, as all the other ions have already recombined in the dense post-shock plasma before reaching the photoionized region. This possibly makes the [O i] lines least reliable for direct comparison with model predictions, as all existing models are one-dimensional.

Another group of theoretical FMK models was proposed by Borkowski & Shull (1990). In contrast to the Itoh models, some of them accounted for the electron conductivity that changed the line fluxes considerably. One more difference is that the Borkowski & Shull (1990) models do not account for the emission from the PIR before the shock wave. The models best describing the Cas A FMK optical spectra are F and DC (respectively, denoted as BS-F and BS-DC in Table 4.1 and below). Note that only the BS-DC model takes into account the electron conductivity.

Both Itoh (1981a,b) and Borkowski & Shull (1990) describe the emission arising in the pure oxygen plasma. However, it was shown by Dopita et al. (1984) that inclusion of other elements in the model significantly changes the plasma thermal structure and emission, especially in the cold PIRs, where a number of fine-structure transitions in ions of other elements can effectively cool plasma to temperatures of about one hundred Kelvin. Following this line of reasoning, another group of the FMK models was published by Sutherland & Dopita (1995b). It describes emission arising in the interaction of the dense cloud with the external shock wave, entering the cloud and propagating through it. The expected far-infrared line intensities are not published and we estimate them in the Section 4.2.1 and 4.2.2 for the model with 200 km/s shock speed and pre-shock ion number density of 100 cm$^{-3}$ (denoted as SD-200 in Table 4.1 and below), that is best reproducing
Figure 4.1: Schematic representation of the FMK temperature structure, induced by its interaction with the reverse shock. Negative column densities corresponding to the pre-shock regions are in linear scale; positive (post-shock) column densities are in logarithmic scale. The post-shock photoionized region (PIR) parameters are given as derived in Section 4.5.2 (solid line) and according to the Borkowski & Shull (1990) models (dashed line). Shock is moving to the left. Due to the FMK high density the reverse shock in it is slowed down to about 200 km/s.

the optical spectra of Cas A fast-moving knots, as demonstrated by Sutherland & Dopita (1995).

As compared to the models of Itoh (1981) and Borkowski & Shull (1990), the SD-200 model does not include the PIR after the shock front, as it is constructed to describe the FMK optical spectrum and the temperature of this post-shock PIR is estimated to be too low to contribute significantly to the optical line emission.

All described models nevertheless share a lot of similar features (see Figure 4.1). In all of them the plasma after the shock front passage is rapidly cooling and, at temperatures of $(5 - 50) \times 10^3$ K, emitting the high-ionization lines observable in the visible and near-infrared spectra (Chevalier & Kirshner, 1978, 1979; Hurford & Fesen, 1996; Gerardy & Fesen, 2001). Thickness of this emitting layer is extremely small (about $10^{10}$ cm for the pre-shock ion density of 100 cm$^{-3}$), but due to the high electron density in the cooling material at $T < 10^5$ K (more than $10^5$ cm$^{-3}$) the emission measure is enough to produce or contribute to bright emission lines of highly-charged ionic species, such as [O III] lines near 5000 Å.

In all these models the visible line emission of weakly-ionized ionic species (e.g., [O I]
and \([\text{O} \text{II}]\) is arising in photoionized regions before and after the shock front.

Although all of the theoretical models describe optical spectrum relatively well, with discrepancies in relative intensities not exceeding factors of about two, predictions for the infrared lines differ by several orders of magnitude (see Table 4.1). It is therefore clear that the models have lack of constraints and more diagnostic information in form of various line flux ratios is needed to pin down the true structure of the fast-moving knots. Part of such information may be obtained from the far-infrared line archival observations, and we present such analysis in the Section 4.3 below.

### 4.2.1 Infrared lines from the SD-200 model

Because of lack of published values, we had to make our own estimates of the far-infrared line fluxes and their ratios to the \([\text{O} \text{III}]\) 5007 Å line in the SD-200 model. Fortunately, all the data necessary for such calculation – ionic abundances of all oxygen ions, temperature and density structure of the post-shock region and temperature structure of the pre-shock photoionization front – are known for the SD-200 model.

Note that the FMK structure calculations in the SD-200 model are based on the plasma composition that is slightly different from the composition inferred from the X-ray and optical observations. Specifically, it is dominated by O (63% by number) and Ne (29%) and contains minor amounts of C, Mg and Si. In contrast, the observations show that the major part of the currently bright X-ray and optical plasma contains about 90% of oxygen with other abundant elements being not only Ne, but also Si and S.

On Figure 4.2 we demonstrate how strongly different is the ionization state distribution in the SD-200 model as compared to the collisional ionization equilibrium (CIE, Mazzotta et al. (1998)) on examples of the \(\text{O}^{2+}\) and \(\text{O}^{3+}\) ions producing bright FIR lines. It is seen that in the rapidly cooling plasma these ions are abundant at significantly lower temperatures (down to 300 K and below) than in the CIE due to very rapid plasma cooling via the line emission.

On the same figure we present the oxygen ion emission measure distribution over temperature \(dE_\text{O}/d(\log T_e)\) in the SD-200 model, defined in Equation (4.3). This distribution together with the line emissivity dependence on temperature allows one to calculate the relative contributions to the total line flux from different temperature intervals (see Section 4.2.2).

---

3We made our own computations of the post-shock plasma recombination and discovered that our oxygen ion distribution over ionization stages is rather similar to the one presented on the lower panel of Figure 3 of the Sutherland & Dopita (1995b), but only if the ion spectroscopic symbols on that figure are increased by unity. Therefore we assume that the Figure 3 of Sutherland & Dopita (1995b) has a misprint and the ion spectroscopic symbols should be read, e.g., “O VII” instead of “O VI”, “O VI” instead of “O V”, etc. Therefore, the SD-200 model values for the neutral oxygen abundances are not known and we do not provide estimates of the FIR \([\text{O} \text{I}]\) line intensities.
4.2.2 Line flux computation

The emissivity, \( \varepsilon(u, l) \), of a spectral line corresponding to transition from level \( u \) to level \( l \) is defined as

\[
\varepsilon(u, l) = n_u A_{ul}/n_e n_i, \tag{4.1}
\]

where \( n_e \), \( n_i \) and \( n_u \) are the number densities of electrons, corresponding ionic species and ions in the state \( u \), respectively, and \( A_{ul} \) is the spontaneous \( u \rightarrow l \) transition rate.

For oxygen ions at temperatures above 1000 K the line emissivities \( \varepsilon \) were obtained from the Chianti atomic database \cite{Dere1997, Landi2006}. For lower temperatures and other ions, we have computed emissivities using a standard approach, i.e., calculating the level populations by solution of a system of linear equations describing transitions between the lowest ionic levels using electronic excitation effective collision strength data from literature and spontaneous transition rates from the \cite{Ralchenko2007} database and MCHF/MCDHF collection, and then applying Eq. \ref{eq:4.1} to derive the line emissivities.


\footnote{Available online at http://physics.nist.gov/asd3}
\footnote{http://atoms.vuse.vanderbilt.edu/}
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Tayal & Gupta (1999); Griffin & Badnell (2000); Griffin et al. (2001); Taylor (2006) and Ramsbottom et al. (2007) and extrapolated to lower temperatures by a constant, if needed.

Line fluxes $I(u, l)$, erg/cm$^2$/s, were computed by integrating along the line of sight

$$I(u, l) = h\nu \frac{S}{4\pi R^2} \int \varepsilon(u, l; T_e(r)) n_e(r)n_i(r)dr,$$

where $\nu$ is the photon energy, $R$ is the distance from the observer to the emitting region (3.4 kpc, Reed et al. (1995)) and $S$ is the emitting region area. From this expression it is seen that the line emission is mostly arising in regions having highest emission measure $n_en_O dr$, ionic abundance $n_i/n_O$ and emissivity $\varepsilon$ (here $n_O$ is the total number density of all oxygen ions).

The integral over distance in the post-shock cooling region can be easily transformed into integral over temperature by substitution

$$dr = \frac{dr}{dT} \frac{dT}{dt} = v_{\text{shock}} \frac{n_{O,t}}{n_t} \frac{3/2(n_t + n_e) k_B}{n_t n_e \Lambda_N} dT,$$

where $v_{\text{shock}}$ is the shock front speed, $\Lambda_N$ is the cooling function (Sutherland & Dopita (1993)) and $n_t$ and $n_{O,t}$ are the total number densities of all ions in plasma at a given point and before the shock (i.e., in the SD-200 model $n_{O,t} = 100$ cm$^{-3}$). It is assumed here that the photon heating is insignificant compared to the energy losses. Parameters of this equation – cooling function, electron and ion densities as functions of temperature – were taken from the SD-200 model.

For purpose of qualitative analysis, we introduce the oxygen differential emission measure per logarithmic temperature interval

$$\frac{dE_O}{d(\log T_e)} = T_e \frac{n_O n_e dr}{dT_e}.$$

It shows contribution of a given logarithmic temperature interval to the total emission measure, showing where most of the line emission originates. Using this notion, we can express the line flux from Eq. (4.2) as

$$I(u, l) = h\nu \frac{S}{4\pi R^2} \int \varepsilon(u, l; T_e) \frac{dE_O}{d\log T_e} \frac{n_i}{n_O} \frac{dT_e}{T_e}.$$

Contributions from different temperature intervals to the emission of the post-shock cooling region in the oxygen lines are illustrated on Figure 4.3, where we plot the normalized line luminosities per logarithmic temperature interval. It is seen that the post-shock contribution to the visible [O III] line emission is arising at temperatures of $(5-20) \times 10^3$ K, whereas the infrared lines are emitted mostly at lower temperatures. They also have much broader range of temperatures contributing to the line emission because of lower excitation energies.
Figure 4.3: Differential luminosity contribution per logarithmic temperature interval for the optical $[\text{O III}]$ 5007 Å line and discussed infrared lines in the cooling post-shock region according to the SD-200 model. Curves are normalized so that the area enclosed under each of them equals one. Low-temperature (below 4000 K) contribution to the optical $[\text{O III}]$ line is due to recombination.

In our analysis, we artificially stop integrating expression (4.2) in the post-shock region when the plasma temperature drops below 300 K, as the SD-200 model does not contain data for lower temperatures. This should not influence much the total FIR line intensities, as the model predicts them to be mainly emitted in the pre-shock region.

In the pre-shock PIR the ion density is constant and temperature dependence on time for the SD-200 model is known explicitly. Therefore the Eq. (4.2) was applied directly to compute the line fluxes from this region.

Resulting line flux ratios are given in Table 4.1.

4.3 Archival observations of the FIR lines

The first search for the $[\text{O I}]$ 63.19 μm line was performed by Dinerstein et al. (1987), who observed the northern part of the Cas A using the NASA Kuiper Airborn Observatory. This search resulted in a 3-σ upper limit of reddening-corrected flux ratio $I(63.19 \mu\text{m})/I(5007 \AA)$ of about 0.3, already constraining some theoretical models.

Later, the far-infrared lines of O, Ne, Si, S and Ar ions were detected by the Infrared Space Observatory (ISO, Arendt et al., 1999). We describe our analysis of some of these
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archival observations in Section 4.3.1.

Recently, the Spitzer Space Telescope has spectrally mapped this supernova remnant [Ennis et al., 2006; Rho et al., 2008]. In Section 4.3.2, we determine the line ratios of O, Ne, Si, S, Ar and Fe lines to the [O III] 5007 Å line.

To determine these ratios, we compare the infrared observations of ISO and Spitzer with the optical images of the Hubble Space Telescope. The best method for comparison of these observations would be an analysis of the properties of individual knots but, unfortunately, the ISO data have insufficient angular resolution (about 40″). The angular resolution of the Spitzer data is much better (2″−8″), but also too coarse for isolating contributions of *individual* knots distinguishable on the optical maps (0″2−1″, corresponding to (3−15) × 10^{16} cm at 3.4 kpc).

As the optical observations show, the bright FMK lifetime is of the order of 30 years [Kamper & van den Bergh, 1976] that is determined by the time needed for the shock wave to cross the cloud. After that the knots fade, but other ones gradually appear on the maps of the Cas A. Therefore one may directly compare either observations performed with a small time difference between them (as it is the case with the Hubble Space Telescope observations compared with the Spitzer data), or averaged over large area (as it is the case with ISO data).

4.3.1 ISO observations

The Infrared Space Observatory’s Long Wavelength Spectrometer (ISO LWS) observations of the Cassiopeia A supernova remnant have been performed in 1996 and 1997. Here we do not discuss observations at shorter wavelengths (λ < 40 μm), as more recent data from the Spitzer observatory is available, having significantly higher angular resolution.

To determine the line fluxes, we used the ISO LWS calibrated data from a highly-processed data product “Uniformly processed LWS L01 spectra” available at the ISO data archive.

There are seven LWS observations in L01 mode each covering full instrument spectral range between 43 and 170 μm with medium spectral resolution (λ/Δλ between 150 and 200). The regions observed by ISO are shown on Figure 4.4 overlaid with the Hubble Space Telescope Advanced Camera for Surveys (HST ACS) Cas A image in filter F475W, containing [O III] 4959 and 5007 Å lines (Obs.ID 10286, observations made in December 2004, Fesen et al. (2006)).

The ISO LWS observational data are summarized in Table 4.2 and the spectral cuts containing the discussed lines are presented on Figure 4.5.

To compute the far-infrared spectral line fluxes, we subtracted the background continuum flux and averaged over three scans of the same detector weighting the data corre-
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Figure 4.4: ISO LWS apertures (green circles) overlaid on the Hubble Space Telescope 2004 ACS image of Cas A in F475W filter (Fesen et al., 2006). North is upwards and East is to the left.

Table 4.2: Summary of the ISO LWS archival observations of the Cassiopeia A.

<table>
<thead>
<tr>
<th>ID</th>
<th>Date</th>
<th>Exposure</th>
<th>R.A.</th>
<th>Dec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cas A #1</td>
<td>1996 Jun 24</td>
<td>1054 s</td>
<td>350.8656</td>
<td>+58.8130</td>
</tr>
<tr>
<td>Cas A #2</td>
<td>1996 Jun 24</td>
<td>1052 s</td>
<td>350.8614</td>
<td>+58.8361</td>
</tr>
<tr>
<td>Cas A #3</td>
<td>1996 Jun 24</td>
<td>1054 s</td>
<td>350.8279</td>
<td>+58.7919</td>
</tr>
<tr>
<td>Cas A #4</td>
<td>1996 Jun 24</td>
<td>1054 s</td>
<td>350.9748</td>
<td>+58.8400</td>
</tr>
<tr>
<td>Cas A #5</td>
<td>1997 Jun 09</td>
<td>1612 s</td>
<td>350.9097</td>
<td>+58.8228</td>
</tr>
<tr>
<td>Cas A #6</td>
<td>1997 Jun 09</td>
<td>1612 s</td>
<td>350.8963</td>
<td>+58.7939</td>
</tr>
<tr>
<td>Cas A #7</td>
<td>1997 Jun 02</td>
<td>1614 s</td>
<td>350.8186</td>
<td>+58.8188</td>
</tr>
</tbody>
</table>
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Figure 4.5: ISO LWS spectral cuts containing oxygen far-infrared lines discussed in the text (averages over three scans weighted according to their uncertainties). Continuum emission is not subtracted. Two curves for the 88.36 μm line correspond to measurements by two different ISO detectors. The short-dashed line denotes zero level; maximum intensity corresponds to $1.7 \times 10^{-10}$, $0.7 \times 10^{-10}$, $0.7 \times 10^{-10}$ and $0.10 \times 10^{-10}$ erg/cm$^2$/μm for [O III] 51.81 μm, [O I] 63.19 μm, [O III] 88.36 μm and [O I] 145.5 μm lines, respectively. Spectral ranges are centered on the rest wavelengths of the respective spectral lines and include velocity range of $\pm 10^4$ km/s.
Table 4.3: Far-infrared line fluxes from the ISO LWS observations of Cas A. Fluxes from the matched regions in the HST ACS F475W filter are also given. The upper limits are on the 3σ level.

<table>
<thead>
<tr>
<th>Line</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
</tr>
</thead>
<tbody>
<tr>
<td>[O III] 52 µm</td>
<td>5.4</td>
<td>9.3</td>
<td>5.4</td>
<td>1.2</td>
<td>3.5</td>
<td>5.0</td>
<td>5.2</td>
</tr>
<tr>
<td>[O I] 63 µm</td>
<td>&lt;0.6</td>
<td>2.6</td>
<td>1.2</td>
<td>1.2</td>
<td>1.0</td>
<td>1.0</td>
<td>0.9</td>
</tr>
<tr>
<td>[O III] 88 µm</td>
<td>7.5</td>
<td>4.2</td>
<td>2.7</td>
<td>0.5</td>
<td>1.9</td>
<td>3.2</td>
<td>3.4</td>
</tr>
<tr>
<td>[O I] 145 µm</td>
<td>&lt;0.1</td>
<td>&lt;0.09</td>
<td>0.3</td>
<td>0.1</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>[O III] 4959 + 5007 Å line flux F, 10^{-13} erg/cm²/s</td>
<td>&lt;0.1</td>
<td>25</td>
<td>2.0</td>
<td>&lt;0.1</td>
<td>6.5</td>
<td>0.5</td>
<td>2.9</td>
</tr>
</tbody>
</table>

Note. ISO region positions are shown on Figure 4.4. Regions #3, #6 and #7 have higher interstellar absorption column (Bieging & Crutcher, 1986).

...
Table 4.4: Far-infrared line flux ratios to the optical 5007 Å line $I/I(5007 \text{ Å})$ corrected for the optical line reddening.

<table>
<thead>
<tr>
<th>Line</th>
<th>#2</th>
<th>#5</th>
</tr>
</thead>
<tbody>
<tr>
<td>[O III] 51.81 µm</td>
<td>0.25</td>
<td>0.36</td>
</tr>
<tr>
<td>[O I] 63.19 µm</td>
<td>0.07</td>
<td>0.10</td>
</tr>
<tr>
<td>[O III] 88.36 µm</td>
<td>0.10</td>
<td>0.14</td>
</tr>
<tr>
<td>[O I] 145.5 µm</td>
<td>&lt;0.0024</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>

*Note.* The 5007 Å line contribution of 75% to the total FMK emission in the F475W filter is assumed. Optical line attenuation due to reddening of 200 times is assumed in both ISO LWS regions, see text. FIR line attenuation is neglected.

line using an average value from Hurford & Fesen (1996). This level of reddening diminishes observed visible [O III] doublet intensities by a factor of about 200 ($A_V \approx 5.0$) and is characteristic for region #2 and, possibly, region #5 (Bieg ing & Crutcher, 1986).

For southern and eastern regions (#3, #6 and #7) the reddening is known to be much higher due to absorption in the molecular clouds with peak $A_V$’s reaching 10–15 (Bieg ing & Crutcher, 1986) corresponding to the optical line attenuation up to factors of $10^4$ and more. Therefore we do not provide dereddened line ratios in these regions. In our further analysis in Sections 4.4 and 4.5.4 we use only the data from the region #2.

There is an eight-year time difference between ISO and HST observations. During this time, which is about 30% of a bright FMK lifetime (Kamper & van den Berg, 1976), some optical knots may have disappeared, and new ones may have appeared. Though, averaging over large number of optical knots contained in any ISO LWS field of view at least partially cancels changes induced by brightening or fading of individual knots.

### 4.3.2 Spitzer Space Telescope observations

Recently, the *Spitzer* Space Telescope has spectrally mapped the Cassiopeia A in the infrared range using its Infrared Spectrograph (IRS) producing low-resolution spectra from 5 to 38 µm (Ennis et al., 2006; Rho et al., 2008) and detected in this spectral band the fine-structure lines of [O IV], [Ne II], [Ne III], [Ne V], [S II], [S III], [S IV], [Ar II], [Ar III], [Ar V], [Fe II], etc.

We have used basic calibrated data of these publicly available *Spitzer* observations (Program 3310) to construct the data cube over all remnant with the CUBISM software (Smith et al., 2007). The background regions were determined from the 8 µm MIPS images of the supernova remnant (Hines et al., 2004).

The line flux maps were then produced using the parabolic approximation for the background continuum emission. This allowed the maps to be constructed reliably even for the weak lines in the regions of strong continuum dust emission.

As the *Spitzer* spectral maps and the HST images were obtained almost simultaneously
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with a time difference of only one month, we could make a direct pixel-by-pixel comparison of the infrared line map with the optical image. For this purpose, we have processed the HST images: removed the stars, convolved with the point spread function (PSF) of a given Spitzer spectral map computed as described in Appendix B and regridded the HST image to match pixels to the IRS module containing given infrared line. Such matched HST images were produced and compared to each of the infrared lines.

4.3.2.1 The oxygen [O iv] 25.91 µm line

The [O iv] 25.91 µm spectral line map of the northern Cas A shell region from Spitzer observations is presented on Figure 4.6. Alongside, we show the HST image in F475W filter processed as described above. The northern region is of primary importance as it has well-measured and almost constant interstellar absorption level.

It can be readily seen from the brightest features on the Figure 4.6 that there is a certain difference between the Cas A morphologies in optical and infrared lines. It may originate due to several reasons: variations of the interstellar reddening (Hurford & Fesen, 1996), emitting plasma chemical composition (Chevalier & Kirshner, 1979) and FMK pre-shock density distribution over the remnant.

On Figure 4.7 we present the resulting pixel-by-pixel scatter plot showing interrelation between the [O iv] infrared and [O iii] optical line fluxes. From such comparison of the maps we derive the average line ratio between optical and infrared lines, corresponding to an average reddening, FMK density and chemical composition.

In this analysis, “average” reddening was assumed to diminish the observed optical [O iii] line emission 200 times, that is an average of the Hurford & Fesen (1996) measurements. As may be inferred from their paper, the small-scale variations of the interstellar reddening in this region change the optical line attenuation within a factor of two. The observed scatter of the line ratio seen on Figure 4.7 is of similar magnitude.

On the same Figure we present also data on five FMKs having reddening measured by Hurford & Fesen (1996). Their positions are shown on Figure 4.7. In these cases, the reddening correction was made according to their measurement results. Four out of five points lie very close to the best fit lines, showing that considerable part of the FMKs have similar excitation conditions. Remaining point (FMK 1) have relatively weaker [O iv] emission, showing that the physical conditions there are different. This region (Filament 1 of Baade & Minkowski, 1954) indeed has composition different from other regions (Chevalier & Kirshner, 1979).

On Figure 4.6 it is also seen that a noticeable infrared emission in the [O iv] line is arising in the central Cas A region having no optical nebulosity (see also Rho et al., 2008). On Figure 4.7 such infrared-only emission shows up on the left as horizontal branches, corresponding to an approximately constant background surface brightness. Two such branches are apparent, probably corresponding to two different column densities of the O³⁺ ion. Pixels forming the lower branch are situated just outside the optical shell, where the optical surface brightness is already fading, but the infrared line emission is still present.
Figure 4.6: The Spitzer Space Telescope map of the northern part of the Cas A optical shell rich in FMKs in the [O\textsc{iv}] line at 25.91 µm (top) compared with the HST image in F475W filter matched in resolution and in pixels (bottom). The red circles denote regions having reddening measured by Hurford & Fesen (1996). Square root scale in intensity is used to enhance weak features. Diffuse infrared [O\textsc{iv}] emission from optically-dark regions is clearly visible.
Figure 4.7: Pixel-by-pixel comparison of the dereddened 5007 Å line flux with the infrared [O IV] line map. Fluxes are given per detector pixel, equal to $(5''08)^2$ for the IRS LL module containing the infrared oxygen line. Two linear fits, both having the same slope of 0.20, are shown with lines. Filled squares denote FMKs from Hurford & Fesen (1996) having measured reddening.

The upper branch corresponds to the diffuse level emission in the central part of the supernova remnant. Corresponding points on the HST image are partially out of the Figure 4.7 plot range, but the infrared line surface brightness remains on the level of $(1 - 3) \times 10^{-13} \text{erg/cm}^2/\text{s/pix}$.

This infrared-only line emission hints on the existence of extended cold photoionized regions invisible in optical and X-ray emission near the center of the supernova remnant, possibly connected with the thermal radio absorption observed in the same regions (Kassim et al. 1995; Delaney 2004).

Note that the [O IV] infrared line at 25.91 µm overlaps with the [Fe II] line at 25.99 µm, but contribution of the latter can be estimated from the comparison with the [Fe II] 17.94 µm line map. Such estimates result in the upper limit on the 25.99 µm [Fe II] line contribution to the total flux of the observed line near 26 µm of 10 – 30% in all regions of the Cas A used for our further analysis. The energy considerations are discussed further in Section 4.3.2.3.
4.3 Archival observations of the FIR lines

4.3.2.2 Other infrared lines in the Spitzer spectral maps

Similar pixel-by-pixel comparisons with the optical image have been performed also for other bright spectral line flux maps. In Table 4.5 we give the derived flux ratios to the optical [O III] 5007 Å line in five Hurford & Fesen (1996) FMKs and average values of these ratios in the northern part of the Cas A shell. Last digit in brackets in the “Average” column denote observed scatter around the average line flux ratio.

From the table it is seen that different line flux ratios have different scatters around their average values. Small scatter in e.g. Ar, Si and S line ratios to the 5007 Å line corresponds to the Cas A morphology in these lines similar to the optical one. Larger scatter, present in e.g. Ne and Fe line ratios to the 5007 Å line corresponds to different morphologies of the infrared spectral maps, as noted also by Rho et al. (2008).

Obtained line ratios may be further used for tests of the theoretical models and are utilized in the next Section to estimate average abundances and physical conditions in the bright Cas A knots.

From the Table 4.5 it is seen that the full energy flux in the infrared lines detected by Spitzer exceeds one of the brightest optical line – [O III] 5007 Å – and is of the same order as the total power in all optical lines summed up.

4.3.2.3 Energetics of the infrared emission

From the analysis of the Spitzer archival observations it is straightforward to determine that in the wavelength range from 5 to 35 µm the total Cas A luminosity is $3.3 \times 10^{37}$ erg/s (the luminosity values are computed assuming a distance to Cas A of 3.4 kpc, Reed et al. (1995)). The total spectral line luminosity in the same range is found to be one order of magnitude smaller, contributing $3.24 \times 10^{36}$ erg/s.

For the longer wavelengths between 35 µm and 1 mm we have estimated the total Cas A luminosity from data published by Hines et al. (2004) to be about $1.5 \times 10^{37}$ erg/s. The line contribution to this value in the narrower ISO LWS range between 40 and 200 µm is about $9 \times 10^{35}$ erg/s, as follows from Table 4.3. Therefore, the total Cas A dust continuum and line luminosities in the infrared range between 5 µm and 1 mm are respectively $4.7 \times 10^{37}$ and $3.9 \times 10^{36}$ erg/s.

It is interesting to compare these values with the X-ray and radio luminosities. In radio, the total luminosity at wavelengths longer than 1 mm is about $1.0 \times 10^{35}$ erg/s that is calculated directly from the spectrum provided by Baars et al. (1977) and Hines et al. (2004), i.e., much lower than in the infrared.

It is not so straightforward to determine the total Cas A luminosity in X-rays because of interstellar and internal X-ray absorption. Various estimates result in values corrected for the absorption of $(1 - 5) \times 10^{37}$ erg/s (Hartmann et al. 1997; Zombeck 2007), but are dependent on the assumed spectral model and absorbing material column density.

It is seen from this comparison that the infrared continuum emission is an important radiative energy loss mechanism from the supernova remnant as the X-rays. Note, however, that the energy contained in the Cas A infrared emission was originally emitted in far-
Table 4.5: Infrared line fluxes $I$ and their ratios $I/I(5007\,\text{Å})$ to the dereddened optical $\text{[O\,iii]} \, 5007\,\text{Å}$ line from the Spitzer data. The column “Average” contains the ratio values averaged over northern part of the Cas A and their observed scatter, other columns contain data on the Hurford & Fesen (1996) FMKs.

<table>
<thead>
<tr>
<th>Line</th>
<th>Line flux $I$, $10^{-13}$ erg/cm$^2$/s/pixel</th>
<th>Average</th>
<th>Flux ratio $I/I(5007,\text{Å})$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FMK 1</td>
<td>FMK 2</td>
<td>FMK 3</td>
</tr>
<tr>
<td>$\text{[Ar,ii]}$ 6.985 µm</td>
<td>3.8</td>
<td>14</td>
<td>17</td>
</tr>
<tr>
<td>$\text{[Ar,iii]}$ 8.991 µm</td>
<td>0.46</td>
<td>2.0</td>
<td>1.7</td>
</tr>
<tr>
<td>$\text{[S,iv]}$ 10.51 µm</td>
<td>0.24</td>
<td>1.6</td>
<td>1.4</td>
</tr>
<tr>
<td>$\text{[Ne,ii]}$ 12.81 µm</td>
<td>0.31</td>
<td>0.92</td>
<td>0.89</td>
</tr>
<tr>
<td>$\text{[Ne,v]}$ 14.32 µm</td>
<td>0.071</td>
<td>0.20</td>
<td>0.18</td>
</tr>
<tr>
<td>$\text{[Ne,iii]}$ 15.56 µm</td>
<td>0.29</td>
<td>2.2</td>
<td>1.2</td>
</tr>
<tr>
<td>$\text{[Fe,ii]}$ 17.94 µm</td>
<td>0.16</td>
<td>0.90</td>
<td>1.3</td>
</tr>
<tr>
<td>$\text{[S,iii]}$ 18.71 µm</td>
<td>0.82</td>
<td>5.0</td>
<td>5.2</td>
</tr>
<tr>
<td>$\text{[O,iv]}$ 25.91 µm</td>
<td>2.3</td>
<td>13</td>
<td>11</td>
</tr>
<tr>
<td>$\text{[Si,iii]}$ 33.48 µm</td>
<td>0.28</td>
<td>1.9</td>
<td>2.3</td>
</tr>
<tr>
<td>$\text{[Si,ii]}$ 34.81 µm</td>
<td>1.0</td>
<td>3.7</td>
<td>3.9</td>
</tr>
</tbody>
</table>

Notes. The table contains data on the strongest lines only. The regions are numbered as in Hurford & Fesen (1996) with their positions shown on Figure 4.7. The “Average” column assumes single optical line reddening correction of 200 times. Note that the pixel sizes are different for the IRS LL ($5''08$, $\lambda > 15$ µm) and SL ($1''85$, $\lambda < 15$ µm) modules.
ultraviolet and soft X-rays and then absorbed within the emitting knot (see Figure 4.1). Therefore, the infrared luminosity gives us a model-independent lower boundary on the total cooling plasma luminosity between 10 and 200 eV or so (photons of lower energies do not ionize oxygen; photons of higher energies have lower absorption cross-sections and escape from the dense knot).

It is easy to notice that the infrared line-to-continuum emission ratio in the Spitzer range is variable over the supernova remnant, as indicated also by the spectra provided by Rho et al. (2008), with a typical value of 0.10. The highest values of this ratio of about 0.22 are characteristic for the central Cas A region. In these regions, the energy losses in the line emission are relatively twice higher than on average, however, still staying significantly below the losses in the infrared continuum.

4.4 Physical conditions and abundances in the FMKs

The measured line fluxes may be directly used to determine the ionic abundances, if the model of the emitting region (temperature and density distribution) is known. As the models do not reproduce observations precise enough (see Table 4.1), we cannot suppose that such distribution is known for the FMKs.

Thus the line fluxes cannot be used in such a direct fashion and the inferred ionic abundances will depend on the assumed physical conditions. Fortunately, emissivities of some of the fine-structure lines are only weakly dependent on the electron densities and temperatures in rather wide range, allowing to use these lines for the abundance determination even without detailed knowledge on the line-emitting region properties.

Analysis of the measured flux ratios of the lines of the same ion is a more powerful method. Such line ratios may be used directly to constrain temperature and density of the emitting region, provided that the emitting region is uniform and physically the same for both lines comprising the ratio.

However, these assumptions are not fulfilled in the fast-moving knots for most of the line pairs and we cannot obtain emitting region parameters from, e.g., comparison of optical and infrared lines of [O III]. Even the density-sensitive ratios of two infrared lines should be interpreted carefully, as from the theoretical models it follows that their emission may be arising both in the pre-shock and post-shock regions having comparable emission measures of the order of $10^{19}$ cm$^{-5}$ and temperatures of the order of $(0.5 - 2) \times 10^4$ K, but densities different by a factor of thousand or more.

More specifically, the pre-shock photoionized region has low electron density (of the order of $100 - 250$ cm$^{-3}$ in the SD-200 model) and produces lines having approximately low-density limit line ratio, and the post-shock cooling region ($n_e \approx 10^6$ cm$^{-3}$) produces lines having high-density limit line ratio (i.e., corresponding level populations are determined by collisional processes). Therefore, instead of determining the density, some of the FIR line ratios determine contributions of high- and low-density regions to the total line emission.

---

9In this paper, by abundance we denote a ratio of number density of given ions or atoms to the number density of all oxygen ions (i.e., $n/n_\text{O}$).
In the following subsections we analyze the line flux ratios to infer the physical conditions and the line fluxes to estimate ionic and elemental abundances.

4.4.1 Information from the same ion line flux ratios

In the infrared range probed by the Spitzer and the ISO observatories, there are seven line pairs that can be used for plasma diagnostics and have at least one component detected. These line pairs arise in transitions between three lowest fine structure states \(^3P_0\), \(^3P_1\), \(^3P_2\) in the ground \(p^2\) and \(p^4\) electron configurations. Out of these seven diagnostic pairs, three have both components detected ([O III], [S III] and [Ar V] lines) and four have detections of just one component ([O I], [Ne III], [Ne V] and [Ar III] lines).

Measured values of the flux ratios and the inferred physical parameters are summarized in Table 4.6.

4.4.1.1 [O III] FIR line flux ratio

The measured ratios of the far-infrared [O III] lines \(I(51.81\ \mu m)/I(88.36\ \mu m)\) in different ISO spectra lie between 0.7 and 2.5 (see Table 4.3) with some indication of correlation between the line ratio and the optical line intensity (such correlation is observed also in the [S III] line ratio map constructed from the Spitzer data).

In the approximation of two emitting regions (pre-shock and post-shock) we use the following expression to determine the pre-shock PIR contribution to the total line flux from the measured \(a\) and \(b\) line flux ratio \(R = I_a/I_b\) (see Appendix C for derivation):

\[
\frac{I_{\text{PIR},b}}{I_{\text{tot},b}} = \frac{R_2 - R}{R_2 - R_1},
\]

where \(I_{\text{PIR},b}\) and \(I_{\text{tot},b}\) denote photoionized region and total line \(b\) fluxes, and \(R_1\) and \(R_2\) denote theoretical line ratio values in the pre- and post-shock regions.

The [O III] line ratio of 2.5 observed from the rich in optical knots ISO LWS region #2 may thus be achieved only if 85% of the 88.36 \(\mu m\) line and 40% of the 51.81 \(\mu m\) line are arising in the pre-shock region. Corresponding theoretical line ratios in this case are \(R_1 = 1.1\) and \(R_2 = 9.7\) (see Table 4.6).

As shown by Sutherland & Dopita (1995b), the 5007 Å line is mostly arising in the pre-shock region. Now we have determined that this is the case also for the 88.36 \(\mu m\) line. This allows making one further step and using their flux ratio of \(I(88.36\ \mu m)/I(5007\ \AA)\) \(\approx 0.10\) to estimate the pre-shock physical conditions. This line ratio is sensitive both to density and temperature and corresponds to \(n_e\) of several hundreds \(\text{cm}^{-3}\) for temperatures \((1.0 - 1.5) \times 10^4\ K\) (see Table 4.6), i.e., values very similar to, but somewhat different from, ones given by the SD-200 model having \(T_e \approx 1.0 \times 10^4\ K\) and \(n_e \approx 200\ \text{cm}^{-3}\). The constraint on the pre-shock region emitting these [O III] lines is shown on Figure 4.8.
Table 4.6: Information from the same ion line flux ratios measured in the FMKs. See text for details.

<table>
<thead>
<tr>
<th>Spectrum</th>
<th>line a</th>
<th>line b</th>
<th>Flux ratio</th>
<th>$T_e$, K $^*$</th>
<th>$n_e$, cm$^{-3}$</th>
<th>Single region</th>
<th>Two regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>[O I]</td>
<td>63.19 μm</td>
<td>145.5 μm</td>
<td>&gt; 30</td>
<td>&lt; 100</td>
<td>any</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>200 – 1 × 10$^4$</td>
<td>&gt; 2 × 10$^5$</td>
<td>1.1</td>
<td>9.7</td>
</tr>
<tr>
<td>[O III]</td>
<td>51.81 μm</td>
<td>88.36 μm</td>
<td>2.5</td>
<td>300 – 1.5 × 10$^4$</td>
<td>500 – 1000</td>
<td>1.0$^*$</td>
<td>1.0$^*$</td>
</tr>
<tr>
<td>[O III]</td>
<td>88.36 μm</td>
<td>5007 Å</td>
<td>0.10</td>
<td>1.0 × 10$^4$</td>
<td>800</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.5 × 10$^4$</td>
<td>200</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.0$^*$</td>
<td>1.0$^*$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Ne III]</td>
<td>36.01 μm</td>
<td>15.56 μm</td>
<td>&lt; 0.08</td>
<td>any</td>
<td>any</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Ne V]</td>
<td>24.32 μm</td>
<td>14.32 μm</td>
<td>&lt; 0.2</td>
<td>&lt; 3 × 10$^4$</td>
<td>&gt; 3 × 10$^4$</td>
<td>1.8</td>
<td>0.09</td>
</tr>
<tr>
<td>[S III]</td>
<td>33.48 μm</td>
<td>18.71 μm</td>
<td>0.5</td>
<td>600 – 3 × 10$^4$</td>
<td>1500 – 3000</td>
<td>0.85</td>
<td>0.25</td>
</tr>
<tr>
<td>[Ar III]</td>
<td>21.83 μm</td>
<td>8.991 μm</td>
<td>&lt; 0.10</td>
<td>any</td>
<td>any</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Ar V]</td>
<td>7.914 μm</td>
<td>13.07 μm</td>
<td>1.6</td>
<td>1500 – 3 × 10$^4$</td>
<td>(4 – 10) × 10$^4$</td>
<td>1.0</td>
<td>6.7</td>
</tr>
<tr>
<td>[Fe II]**</td>
<td>1.3209 μm</td>
<td>1.2946 μm</td>
<td>0.75</td>
<td>any</td>
<td>&gt; 2 × 10$^5$</td>
<td>0.5</td>
<td>0.9</td>
</tr>
<tr>
<td>[Fe II]**</td>
<td>1.3209 μm</td>
<td>17.94 μm</td>
<td>0.024</td>
<td>1700–3000**</td>
<td>any</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1700–1800**</td>
<td>&gt; 1 × 10$^5$ $^*$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Assumed value
** Derived value
*** The [Fe II] line flux ratios are discussed in Section 4.5.1
4. Fine-structure infrared lines from the Cassiopeia A knots

Figure 4.8: The constraints on the pre-shock region emitting the [O III] lines from the average $I(88.36 \, \mu m)/I(5007 \, \text{Å})$ line flux ratio (solid line). The dashed lines correspond to the constraints if the line flux ratio is changed by 20%. The square denotes the expected value based on the SD-200 model.

4.4.1.2 [O I] FIR line flux ratio

It is more difficult to use the [O I] line ratio for the quantitative analysis, as only one of the lines is detected. From ISO observations of region #2 we have the $3\sigma$ lower limit on the $I(63.19 \, \mu m)/I(145.5 \, \mu m)$ line ratio of about 30.

Some information may still be obtained from this lower limit: it corresponds either to extremely low temperatures below 100 K or high electron densities above $10^5 \, \text{cm}^{-3}$ (see Table 4.6).

According to the theoretical models, there is essentially no neutral oxygen in the post-shock cooling region because of slow recombination processes. The models also predict rapid ionization of neutral oxygen in the pre-shock PIR with very low line ratio $I(63.19 \, \mu m)/I(5007 \, \text{Å})$ of much less than 0.01 (the observed value is 0.07, see Table 4.4). The pre-shock region as the [O I] line origin is also excluded from the observed value of the $I(63.19 \, \mu m)/I(145.5 \, \mu m)$ line ratio.

From this we conclude that the far-infrared [O I] line emission in the FMKs arises in the dense photoionized region after the shock.

The very high values for this line flux ratio to the 5007 Å line in the models (see Table 4.1) do not contradict such conclusion. Instead, the reason for these differences is the model values for the pre-shock ion densities. For example, the [Borkowski & Shull](#)
models assume very low pre-shock oxygen density of $1 \text{ cm}^{-3}$. Taking it higher by two orders of magnitude will decrease the post-shock 63.19 $\mu$m line intensity by a similar factor and bring the predicted intensity much closer to the results of ISO observations. The same effect will also lower the predicted 63.19 $\mu$m line intensity in [Itoh 1981a] model that assume a pre-shock oxygen density of $30 \text{ cm}^{-3}$.

### 4.4.1.3 The [Ne\textsc{iii}], [Ar\textsc{iii}], [Ne\textsc{v}], [Ar\textsc{v}] and [S\textsc{iii}] line flux ratios

All these lines are contained in the Spitzer data and, thanks to its much higher angular resolution, provide much more information for the analysis.

The upper limits on the [Ne\textsc{iii}] and [Ar\textsc{iii}] line ratios (see Table 4.6 for details on these and other line ratios) do not constrain much the plasma parameters, as both of them correspond to a wide range of densities and temperatures (Rubin et al., 2001).

Limits on the [Ne\textsc{v}] line ratio are also not too constraining partly because of spectral fringing near 20 $\mu$m in the IRS spectra (Ennis et al., 2006) increasing the effective noise level. Nevertheless, the limit on the [Ne\textsc{v}] 24.32 $\mu$m line infers that the [Ne\textsc{v}] emission is mostly or fully arising in the post-shock cooling region.

Similarly to the case of [O\textsc{iii}], we have derived the fraction of the fine-structure line emission arising in the pre-shock region for [S\textsc{iii}] and [Ar\textsc{v}] lines. It turns out that most of the [S\textsc{iii}] line at 33.48 $\mu$m is arising in the pre-shock region, and we will use this fact for estimation of S abundance in the Section 4.4.2.

Existence of Ar$^{4+}$ in the pre-shock region (see Table 4.6) is understandable, given relatively low Ar$^{3+}$ ionization potential of 60 eV, comparable to the ionization potential of O$^{2+}$ (55 eV). Therefore similar amounts of O$^{2+}$ and O$^{3+}$ in the pre-shock photoionized region in the SD-200 model give a reason to deduce that Ar$^{3+}$ and Ar$^{4+}$ ions also have similar number densities. Note that already Chevalier & Kirshner (1979) have shown that the visible [Ar\textsc{iv}] lines are arising in the low-density environment, which we associate with a pre-shock PIR.

### 4.4.2 Abundances from the flux ratios to the 5007 Å line

In general case, ionic and elemental abundances derived from the individual line intensities are strongly dependent on the theoretical model of the fast-moving knots. Such model dependence may be minimized if the spectral lines are known to be emitted in the pre-shock or the post-shock region only.

Some dependence on the underlying model still remains, but the model features used in our further analysis are relatively robust. For example, the peak of the post-shock plasma emission measure around $10^4$ K is determined by the cooling rate that slows down at $2 \times 10^4$ K due to closing of the dielectronic recombination channels at lower temperatures. The low-temperature limit of the line-emitting region is computed from the upper transition level excitation energy, which is a simple but reliable estimate.

The ionic abundances in the pre-shock region are stronger dependent on the underlying model, as we estimate them for all elements from average ionization potential of the oxygen
Table 4.7: Estimated FMK post-shock ionic abundances $n_{\text{ion}}/n_O$. See text for details.

<table>
<thead>
<tr>
<th>Line</th>
<th>$I/I(5007,\text{Å})$</th>
<th>$T_e$, K</th>
<th>$\varepsilon$, cm$^3$/s</th>
<th>$\Delta t$, s</th>
<th>$n_{\text{ion}}/n_O$</th>
<th>$n_{\text{ion}}/n_O$ (model)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Si x]</td>
<td>1.430 $\mu$m</td>
<td>0.0016</td>
<td>$2 \times 10^4$</td>
<td>$2.5 \times 10^{-8}$</td>
<td>2000</td>
<td>$1.5 \times 10^{-4}$</td>
</tr>
<tr>
<td>[Si vi]</td>
<td>1.964 $\mu$m</td>
<td>0.004</td>
<td>$1 \times 10^3$</td>
<td>$2.0 \times 10^{-9}$</td>
<td>2000</td>
<td>0.003</td>
</tr>
<tr>
<td>[Mg v]</td>
<td>5.608 $\mu$m</td>
<td>&lt; 0.003</td>
<td>$5 \times 10^3$</td>
<td>$8.0 \times 10^{-9}$</td>
<td>2000</td>
<td>&lt;0.002</td>
</tr>
<tr>
<td>[Ar v]</td>
<td>7.914 $\mu$m</td>
<td>0.005**</td>
<td>$1 \times 10^4$</td>
<td>$5.0 \times 10^{-8}$</td>
<td>2000</td>
<td>0.004</td>
</tr>
<tr>
<td>[Ne v]</td>
<td>14.32 $\mu$m</td>
<td>0.015</td>
<td>$1 \times 10^4$</td>
<td>$2.0 \times 10^{-9}$</td>
<td>3000</td>
<td>0.08</td>
</tr>
</tbody>
</table>

* Estimated based on SD-200 model. The following elemental abundances are assumed to deduce the model ionic abundances with respect to oxygen: $n(\text{Ne})/n(O)=0.04$, $n(\text{Mg})/n(O)=0.01$, $n(\text{Si})/n(O)=0.05$, $n(\text{Ar})/n(O)=0.005$. These values are inferred from X-ray and optical measurements by Chevalier & Kirshner (1979); Willingale et al. (2002); Laming & Hwang (2003); Lazendic et al. (2006).

** This line is partly arising in the pre-shock region. As follows from Table 4.6, the post-shock region contribution is $I/I(5007\,\text{Å}) \approx 0.0025$.

ions in the SD-200 model. Thus the pre-shock abundances may be incorrect up to a factor of several.

As follows from the theoretical models, spectral lines of singly ionized species (e.g., [Ar ii], [Si ii], etc.) arise mostly in the photoionized regions, whereas ones of highly-ionized species (e.g., [Ne v], [Mg v], etc.) arise mostly in the post-shock cooling regions. The only exception is the [Ar v], but the pre-shock region contribution to its lines have been already estimated above.

Below we discuss these two line groups separately and summarize the results in Tables 4.7 and 4.8.

4.4.2.1 High-ionization ionic species from the post-shock cooling region

An easy estimate of the plasma composition may be done if the problem is simplified by assumption of emission arising in a single layer with given temperature and electron density. In this case one can estimate relative number densities of two types of ions from their line fluxes. The line flux ratio is then expressed from Eq. (4.2) as

$$\frac{I_1}{I_2} = \frac{\nu_1 \varepsilon_1 n_{\text{ion},1} \Delta t_1}{\nu_2 \varepsilon_2 n_{\text{ion},2} \Delta t_2},$$

where $n_{\text{ion}}$ is ionic number density, $\Delta t$ is the line emission duration in the post-shock cooling plasma element, and it is assumed that the electron densities are the same for regions emitting both lines (as it is the case in the SD-200 model). The line emissivities entering Eq. (4.5) are computed as described in Section 4.2.2.

Equation (4.5) may be inverted to express relative ionic abundances via the observed line ratios. In it, we always take the second line in the ratio to be the [O iii] 5007 Å line.
Table 4.8: Estimated FMK pre-shock ionic abundances $n_{\text{ion}}/n_O$ computed assuming that the lines are arising only in the pre-shock PIR. See text for details.

<table>
<thead>
<tr>
<th>Line</th>
<th>$I/I$(5007 Å)</th>
<th>$T_e$, K</th>
<th>$n_e$, cm$^{-3}$</th>
<th>$\varepsilon$, cm$^3$/s</th>
<th>IP, eV</th>
<th>$\Delta t$, s</th>
<th>$n_{\text{ion}}/n(O)$</th>
<th>$n_{\text{element}}/n(O)$ **</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Ar II]</td>
<td>6.985 µm</td>
<td>2.0 $\times$ 10$^4$</td>
<td>100</td>
<td>$4 \times 10^{-8}$</td>
<td>27.6</td>
<td>5 $\times$ 10$^6$</td>
<td>1.0*</td>
<td>0.005</td>
</tr>
<tr>
<td>[Ar V]</td>
<td>13.07 µm</td>
<td>7000</td>
<td>250</td>
<td>$8 \times 10^{-7}$</td>
<td>75.1</td>
<td>5 $\times$ 10$^7$</td>
<td>$8 \times 10^{-5}$</td>
<td>0.005</td>
</tr>
<tr>
<td>[Ne II]</td>
<td>12.81 µm</td>
<td>1.5 $\times$ 10$^4$</td>
<td>150</td>
<td>$5 \times 10^{-8}$</td>
<td>41.0</td>
<td>1.4 $\times$ 10$^7$</td>
<td>0.06</td>
<td>0.04</td>
</tr>
<tr>
<td>[Fe II]</td>
<td>17.94 µm</td>
<td>2.0 $\times$ 10$^4$</td>
<td>50</td>
<td>$1.1 \times 10^{-8}$</td>
<td>16.2</td>
<td>9 $\times$ 10$^5$</td>
<td>5.5*</td>
<td>0.01</td>
</tr>
<tr>
<td>[S III]</td>
<td>33.48 µm</td>
<td>1.5 $\times$ 10$^4$</td>
<td>150</td>
<td>$3.0 \times 10^{-7}$</td>
<td>34.8</td>
<td>1 $\times$ 10$^7$</td>
<td>0.015</td>
<td>0.04</td>
</tr>
<tr>
<td>[Si II]</td>
<td>34.81 µm</td>
<td>2.0 $\times$ 10$^4$</td>
<td>50</td>
<td>$1.5 \times 10^{-7}$</td>
<td>16.4</td>
<td>1 $\times$ 10$^6$</td>
<td>0.7*</td>
<td>0.05</td>
</tr>
<tr>
<td>[O III]</td>
<td>88.36 µm</td>
<td>1.0 $\times$ 10$^4$</td>
<td>200</td>
<td>$4.0 \times 10^{-8}$</td>
<td>54.9</td>
<td>3 $\times$ 10$^7$</td>
<td>1.1</td>
<td>1.0</td>
</tr>
</tbody>
</table>

* Shown to arises mostly in the post-shock photoionized region; see Section 4.5.2

** Atomic number densities with respect to oxygen from X-ray and optical measurements by Chevalier & Kirshner (1979); Willingale et al. (2002); Laming & Hwang (2003); Lazendic et al. (2006).
In the following, we use the SD-200 model with the post-shock \( \text{O}^{2+} \) abundance in the line emitting region of \( n(\text{O}^{2+})/n(\text{O}) \approx 1\% \). We account also for the fact that only about 2\% of the total 5007 Å line emission is arising in the post-shock plasma according to the SD-200 model. This fraction is uncertain up to a factor of about two, thus introducing a systematic error of similar magnitude in all post-shock ionic abundance determinations.

There are no published results concerning theoretically predicted abundances of ions other than oxygen in the post-shock cooling region of the FMKs. To estimate them, we have utilized the electron and ion densities and the cooling function from the Sutherland & Dopita (1995b) and traced the ion ionization and recombination processes in the post-shock cooling phase using atomic data compiled by Dima Verner\(^{10}\) for the Cloudy code (Ferland et al., 1998).

Another source of uncertainty in the ionic abundance determination using our method are the model-dependent values of \( \Delta t \), which were also computed by tracking the plasma cooling and recombination. However, calculations show that for different ions and lines the \( \Delta t \) values differ by no more than approximately a factor of two, that is determined by the general emission measure behavior.

Resulting model abundances are compared with the observational results in Table 4.7. It is seen that the abundances inferred from the SD-200 model seem to be generally consistent with the results of observations, showing that the model in general correctly represents the temperature and density evolution in the post-shock cooling region. The \([\text{Ar} \text{v}]\) and \([\text{Ne} \text{v}]\) lines are the only ones showing significant differences with respect to the model expectations, although the derived ionic abundances do not exceed significantly the corresponding elemental abundances.

Note that the two highest ionization fine-structure lines of \([\text{Si} \text{x}]\) and \([\text{Si} \text{vi}]\) observed from the fast-moving knots have not been observed by Spitzer, but detected in the near-infrared spectra by Gerardy & Fesen (2001). We have determined their line flux ratios to the \([\text{O} \text{iii}]\) 5007 Å line using reddening measurements from the same regions by Hurford & Fesen (1996).

### 4.4.2.2 Low-ionization ionic species from the pre-shock PIR

The post-shock plasma recombination is so much slower than the cooling, that even at \( T_e \approx 300 \text{ K} \) the post-shock cooling plasma still mostly contains multiply-charged ions, resulting in essentially no infrared line emission from singly ionized atoms at wavelengths shorter than several tens of \( \mu \text{m} \).

In this Section, we neglect any contribution to the line fluxes from the post-shock photoionized region. Its possible existence and physical conditions are discussed in Section 4.5.2.

Then we can write Eq. (4.2) in the form similar to Eq. (4.5) for the pre-shock region:

\[
\frac{I_1}{I_2} = \frac{\nu_1 \epsilon_1 n_{e,1} n_{\text{ion},1} \Delta t_1}{\nu_2 \epsilon_2 n_{e,2} n_{\text{ion},2} \Delta t_2}.
\] (4.6)

\(^{10}\)http://www.pa.uky.edu/~verner/atom.html
The equation contains also the electron density ratio, as the ions having different ionization potentials exist in regions having different electron densities.

In contrast to the post-shock case, where the emission measure behavior determined approximate equality of the line emission times $\Delta t$, here the timescales are determined by the ionization rates and may vary by an order of magnitude or more from ion to ion.

From the SD-200 model we adopt the average ionization potential (IP) as a function of time and compute ionization state distribution for all elements with the simple approximation that this average IP is equal for all of them. We also take the temperature profile from the model, that has some effect on the resulting emissivities. Fortunately, exact temperature values have only minor effect on the obtained abundances, as the infrared line emissivities depend weakly on $T_e$ above $10^3$ K or so.

In the pre-shock ionization front of the SD-200 model, each initially neutral atom is consequently ionized with maximum ionic abundance of each ion of the order of 50-100%. Therefore the ionic abundances obtained in Table 4.8 should be quite close to the elemental abundances, provided that the $\Delta t$ values are estimated correctly and the pre-shock PIR is giving the major contribution to the line intensity.

As a test case, we have also included in the Table 4.8 the similarly computed O$^{2+}$ abundance from the $\left[\text{O}\text{iii}\right]$ 88.36 µm line. The result is very close to the expected value of one (in fact, too close, given our uncertainties of about a factor of two), showing reliability of our method.

Although there are several $\left[\text{Fe}\text{ii}\right]$ spectral lines in the infrared spectral range probed by Spitzer that originate in the low-lying electronic configurations, the two most promising are blended with other stronger lines (one at 25.99 µm is blended with $\left[\text{O}\text{iv}\right]$ line at 25.91 µm and one at 35.35 µm is blended with $\left[\text{Si}\text{ii}\right]$ line at 34.81 µm). Therefore in the Spitzer wavelength range we have used for our analysis only the $\left[\text{Fe}\text{ii}\right]$ line at 17.94 µm (see Figure 4.9 for the energy levels of Fe$^+$ corresponding to these transitions).

From Table 4.8 it is seen that the Ar$^+$, Si$^+$ and Fe$^+$ abundances estimated assuming that their fine-structure lines arise exclusively in the pre-shock region are much higher than the corresponding elemental abundance values obtained from optical and X-ray data (Chevalier & Kirshner, 1979; Willingale et al., 2002). The possible solutions of this discrepancy are discussed in Section 4.5.1.

4.5 Discussion

4.5.1 On too high pre-shock intensities of some lines

Abundances of Ne and S derived assuming that the fine-structure lines of $\left[\text{Ne}\text{ii}\right]$ and $\left[\text{S}\text{iii}\right]$ are emitted in the pre-shock photoionized region of SD-200 model agree very well with

\footnote{Abundance of Ar$^{4+}$ estimated from $\left[\text{Ar}\text{v}\right]$ lines is much lower than the Ar elemental abundance, presumably because only some fraction of Ar atoms is ionized as far as Ar$^{4+}$ in the pre-shock region.}
the results of the optical and X-ray observations. Simultaneously, similarly derived abundances of other singly-charged ions (Si$^+$, Ar$^+$, Fe$^+$) are unreasonably high. They are even much higher than the respective elemental abundances obtained both from analysis of optical and X-ray spectra (Chevalier & Kirshner 1978, 1979; Willingale et al. 2002; Laming & Hwang 2003; Lazendic et al. 2006).

Within the frame of the SD-200 model, it is difficult to interpret these results and at the same time to comment on absence of other bright infrared lines, such as [Fe III] line at 22.93 $\mu$m and many others.

There are several possible solutions of this mismatch between the model predictions and observations.

- The inconsistency might result from the application of the SD-200 model, describing the plasma dominated by C, O, Ne and Mg, to the plasma, containing considerable amounts of S, Si and Ar. However, total abundance of these elements with respect to oxygen reaches only 10-20% that should not significantly alter the shock structure.
• Most of fluxes in the Si and Fe infrared lines might originate in physically separated Fe-dominated clouds. This hypothesis is based on two observations:
  (a) Cas A in the [Fe II] line have different morphology than in the [O IV] line (Ennis et al., 2006; Rho et al., 2008); and
  (b) X-ray Chandra observations indicate that hot Si- and Fe-dominated blobs exist in Cas A.

However, the Cas A morphology in the Fe Kα X-ray line is also strongly different from morphology in the [Fe II] 17.94 μm line weakening these arguments. This hypothesis could be tested by observations of the Cas A ejecta with higher spectral resolution, that would allow to determine if the [Fe II] and other infrared lines from the same knots have the same peculiar velocities.

• The [Si II], [Ar II] and [Fe II] lines might originate in separate weakly-ionized photoionized region having high emission measure. It might be situated either before the shock wave (the “far precursor” region of Itoh (1981a,b) or after it (the post-shock PIR present in models of Itoh (1981a,b) and Borkowski & Shull (1990)). This hypothesis is further discussed below.

It is easy to distinguish between lines emitted by the pre-shock and post-shock PIRs due to their strongly different electron densities, if we use additional constraints on this line-emitting region that can be obtained from the Gerardy & Fesen (2001) observations of the near-infrared [Fe II] lines (see Table 4.6).

The [Fe II] line ratio $I(1.3209 \mu m)/I(1.2946 \mu m) < 1$ indicates strongly the electron density being above $10^5$ cm$^{-3}$ at any temperature, thus weakening the hypothesis of the “far precursor”. In case of lower densities this ratio is always higher, reaching values of 10 − 20 in the low-density limit because of strong difference in the excitation rates of the respective transition upper levels (Ramsbottom et al., 2007, see Figure 4.9 for the transition diagram between the Fe$^+$ relevant levels).

Another problem for the pre-shock “far precursor” hypothesis is the observed line ratio of the [Si II] 34.81 μm and [Fe II] 17.94 μm lines of about 2. Both neutral and singly ionized Si and Fe atoms have similar ionization potentials, therefore we might expect that their ionization fractions are similar. Knowing the line emissivities for the low-density pre-shock PIR conditions and average abundance ratio of $n$(Si)/$n$(Fe) $\approx$ 5 (Willingale et al., 2002; Laming & Hwang, 2003) the expected line ratio is as high as 50. We therefore conclude that the PIR contributing to the emission in these lines is likely to extend after the shock wave.

4.5.2 Post-shock photoionized region

Let us now estimate the properties of this post-shock PIR. It should not affect the optical lines of the [O II] and [Fe II]. This sets an upper limit on this region temperature of $(5 - 10) \times 10^3$ K. The lower limit on the temperature of about 1000 K is obtained from the requirement that the 25.99 μm [Fe II] emitted by this region should not be too bright (an observational constraint is $I(25.99 \mu m)/I(17.94 \mu m) < 2$).
The very low value of the near-infrared [Fe II] 1.3209 µm line ratio to the 17.94 µm line corresponds to \( T_e \approx 1700 \) K in the high-density limit. However, this ratio is very sensitive to the temperature because of different excitation potentials of the transitions upper levels, so it possibly shows only the upper limit on the temperature with the near-infrared line partially arising in some smaller and slightly hotter region.

The average ionization potential should be below 20 eV, otherwise the [Ne II] infrared line would be enhanced with respect to the pre-shock PIR contribution, but above 8 eV, otherwise the [Fe II] and [Si II] lines would not be enhanced. The average IP is probably lower than 15 eV, as the Ar should be only weakly ionized to reproduce the observed [Ar II] line flux (see below). From these stringent limits it follows that silicon, sulphur and iron should be mostly singly ionized, whereas oxygen and argon are ionized only partially.

Assuming the PIR temperature of 1500 K deduced from the [Fe II] line ratio, we can obtain the electron density estimates also from the limit on the FIR [O I] line ratio, assuming that these lines also originate in the same region (see Section 4.4.1.2).

As in the case of [Fe II] lines, the line ratio corresponds to \( n_e \gtrsim 5 \times 10^5 \) cm\(^{-3}\). We assume this value for the electron density and twice larger value \( n_i = 1 \times 10^6 \) cm\(^{-3}\) for the total ion density (note that in the assumption of constant post-shock pressure this corresponds to a pre-shock total ion number density of about one hundred atoms per cm\(^3\)).

Knowing plasma temperature and density, as well as the line fluxes, it is straightforward to estimate the extent of the PIR. To reproduce the [Si II] line intensity with Si elemental abundance of 5% \cite{Laming2003, Lazendic2006} and Si\(^+\) ionic fraction of \( n(\text{Si}^+)/n(\text{Si}) = 50\% \) the post-shock PIR should be \( 8 \times 10^9 \) cm thick. This corresponds to an oxygen column density of about \( 8 \times 10^{15} \) cm\(^{-2}\) that is one order of magnitude below the value obtained by \cite{Borkowski1990} in their models.

In the post-shock region the [Si II] 34.81 µm line emissivity is strongly damped due to collisional deexcitation. This allows to obtain similar values for the post-shock PIR thickness from all three remaining lines thought to be arising in it: the [Fe II] 17.94 µm, [Ar II] 6.985 µm and [O I] 63.19 µm, if we take the ionic fractions of 50% for Fe\(^+\) and O\(^0\) and 20% for Ar\(^+\).

The difference between observationally derived and theoretically predicted thicknesses of the post-shock PIR may arise due to different temperature and ionization structure, as the \cite{Borkowski1990} models describe pure oxygen plasma. For example, if the temperature falls below 100 K, emissivities of all fine-structure lines are strongly diminished. Though, in this case bright metal recombination lines are formed \cite{Docenko2008} that are at least one order of magnitude brighter than current observational limits of optical observations of Cas A.

Another possibility is a hydrodynamical disruption of the post-shock region, like one proposed by \cite{Itoh1986}, resulting in 90% of the ionizing radiation either going through or around the post-shock region. Such disruption have been observed both in numerical simulation of the shock wave interaction with the dense interstellar clouds in supernova remnants \cite{Patnaude2005} and in the laser experiments emulating such interaction \cite{Klein2003}.
In the next subsection we consider if the presence of the dust may influence the conditions in the post-shock PIR hiding somehow its larger extent.

### 4.5.3 Effects of the dust on the post-shock PIR structure

Using the data from Rho et al. (2008) it is straightforward to estimate the dust mass in each pixel of the *Spitzer* map of the Cas A. Its comparison with the optical image of this supernova remnant allows to determine the dust-to-gas mass ratio in the bright knots using the \([\text{O}\,\text{III}]\) line flux predicted by the SD-200 model.

If the emitting dust with temperature \(T_d \approx 100\,\text{K}\) (Rho et al., 2008) is distributed over all volume of the knot, then the dust-to-gas mass ratio is of the order of 2-5%. If, on the other hand, the dust is emitting only in the line-emitting regions, then this mass ratio is of the order of unity. In this case, which will be discussed further, the dust may noticeably influence the physical conditions in the post-shock region.

The dust is highly efficient energy sink decreasing the medium temperature. From the Spitzer spectra it is easy to estimate that the flux in the dust continuum is ten times higher than in the infrared lines (see Section 4.3.2.3). This may be the reason why the post-shock PIR temperature inferred from the infrared spectra is approximately twice less than the values predicted by Itoh (1981a,b) models.

At lower temperatures the recombination is occurring faster, resulting in shorter extent of the photoionized region and lower ionization degrees. Presence of the dust grains is also known to assist the recombination. If the ion fractions are lower by an order of magnitude than assumed above (e.g., 5% instead of 50%), then the observed size of the post-shock PIR may be reconciled with the Borkowski & Shull (1990) model predictions.

Therefore presence of large amounts of dust will diminish the post-shock PIR optical and infrared line fluxes. However, one would need to perform a more detailed analysis to understand if the quantitative agreement with the observed line-to-continuum flux ratio may be achieved without assumption of the post-shock region disruption, that was initially suggested by Itoh (1986) to explain low intensities of the neutral oxygen optical lines. Such an analysis is outside the scope of this paper.

### 4.5.4 Comparison of the model predictions with observations

As the models provide predictions only of the oxygen line relative intensities, we cannot use observations of lines of other ions for a direct comparison with the models.

Comparing observed far-infrared line ratios with theoretical model results (see Table 4.1), we see that the Itoh (1981a,b) models underestimate the \([\text{O}\,\text{III}]\) and \([\text{O}\,\text{IV}]\) line fluxes by factors of 3–40, as a result of having much lower average ionization degree after the shock wave passage than in other models. In contrast, Borkowski & Shull (1990) model BS-F and Sutherland & Dopita (1995b) model SD-200 that do not account for the electron conductivity are overpredicting emission in the \([\text{O}\,\text{IV}]\) line by factors of 20 – 40.

The remaining model (BS-DC of Borkowski & Shull (1990)) predicts the infrared line fluxes to within a factor of several, except for the neutral oxygen lines, but this problem
is at least partially resolved by increasing the pre-shock density (see Section 4.4.1.2). This strongly suggests that taking into account the electron conductivity is essential for a model to reproduce the observations.

The $[\text{O III}]$ far-infrared line ratio $I(51.81 \mu m)/I(88.36 \mu m)$ in the Borkowski & Shull (1990) models is significantly higher than observed (6 vs. 2.5). This discrepancy arises as they do not include emission from the pre-shock photoionized region. In the SD-200 model, in contrast, the pre-shock region dominates the $[\text{O III}]$ infrared line emission and diminishes this infrared line flux ratio to 1.2. Therefore to reproduce the observed line ratio the pre-shock and post-shock contributions should be comparable (see also Table 4.6).

The model I-H is the best in description of the neutral oxygen FIR line ratio. In this model, most of the $[\text{O I}]$ emission is arising in the post-shock PIR. The line ratio corresponds to the high-density limit, but the predicted line intensities are about 20 times stronger than observed. As mentioned in Section 4.4.1.2, this discrepancy may be reduced if we assume higher pre-shock atom number density than in the model (for example, 300 cm$^{-3}$ instead of 30 cm$^{-3}$), as in this case the line emissivities will decrease, whereas the ionization parameter and the column density of the PIR will stay the same.

### 4.5.5 Recombination lines in the infrared range

The metal recombination lines (RLs) are another good tracer of the cold ionized plasma. Their emissivities as functions of temperature have no exponential cutoff at low $T_e$'s and increase with decreasing temperature approximately as $T_e^{-1}$ at $T_e < 10^4$ K. The line emissivities are only weakly dependent on density.

However, their emissivities are 4 – 6 orders of magnitude less than those of the fine-structure infrared lines in the low-density limit. The infrared RL emissivity ratios to the fine-structure lines increase with electron density due to collisional effects diminishing the fine-structure line emissivities as $n_e^{-1}$ starting from some critical density. At post-shock electron densities of $10^6$ cm$^{-3}$ the emissivity ratios are much higher (Docenko & Sunyaev, 2008), but the infrared RLs are nevertheless still much less intense than the fine-structure lines.

As two examples, let us consider infrared RLs near 10 and 60 $\mu$m. The brightest regions emitting RLs are the post-shock cooling and photoionized regions (due to their high emission measures $n_e^2l$) and cold region between the photoionization front and the shock wave (due to its extremely low temperature and large extent).

Let us discuss the O I 5$\alpha$ recombination line at 7.45 $\mu$m. It is mostly arising in the post-shock photoionized region and its strongest component emissivity of $2 \times 10^{-14}$ cm$^3$/s is about $5 \times 10^5$ times less than that of the $[\text{Ar II}]$ 6.985 $\mu$m line. Accounting for the fact that O$^+$ is expected to be approximately 500 times more abundant than Ar$^+$, the expected recombination line flux is 1000 times less than that of the 6.985 $\mu$m line, or about 10% of the background continuum emission. Estimates show that this limit is achievable with Spitzer with exposure of about one hour.

Another example is a O I 11$\alpha$ RL at 69.03 $\mu$m. Its emissivity and expected intensity is approximately 5000 times less than that of $[\text{O I}]$ fine-structure line at 63.19 $\mu$m, or about
5 \times 10^{-15} \text{ erg/cm}^2/\text{s} \) from the ISO region #2. This is approximately equal to the expected $5\sigma$ 1-hour point source sensitivity of Herschel PACS instrument (Poglitsch et al., 2006). As the Cas A is not a point source in Herschel resolution (PACS has a 10" pixel size and most of the emission will be contained in 4-8 PACS pixels), one will need at least few hours to achieve the $5\sigma$ detection of this recombination line.

The recombination lines of highly-charged oxygen ions from the post-shock cooling region are expected to be about an order of magnitude dimmer than the O\text{I} RLs due to lower emission measure in the region emitting these lines.

The metal recombination line observations in the mid- and far-infrared are generally more difficult than in the optical and near-infrared due to lower line emissivities and higher background continuum emission. They are also not able to provide the information about the ion producing the spectral line, but only its electronic charge. However, such observations would allow to determine abundances of ions residing in cold regions and not producing fine-structure lines. Special emphasis should be put on the singly-charged ion lines, as their recombination lines in the optical and near-infrared ranges are split into many weak components, making them more difficult to detect (Docenko & Sunyaev, 2008).

4.6 Conclusions

We have performed a comparison of the supernova remnant Cas A fast-moving knot infrared line intensities with the predictions of various theoretical models, that describe the FMK emission as arising in the reverse shock wave interaction with the pure-oxygen or oxygen-dominated clouds. For this comparison we have analyzed archival observational data from ISO and Spitzer observatories. We conclude that accounting for the electron conductivity is essential to reproduce the observed line ratios. This is the reason why the Borkowski & Shull (1990) model BS-DC provides the best description of the observed oxygen line relative fluxes, although it is only precise up to a factor of several (the [O\text{I}] lines are overpredicted because of too low pre-shock density).

This emphasizes the need for better models describing shock propagation in the oxygen-dominated plasma. In this article, many line flux ratios are derived that will help to construct such future theoretical models. Future far-infrared observations with higher sensitivity and angular resolutions will allow to obtain much more information on the fast-moving knots once the models are constructed. The infrared metal recombination lines are shown to be detectable by the planned far-infrared instruments and useful for derivation of the plasma properties.

Analysis of the infrared lines of O, Ne, Si, S, Ar and Fe ions have confirmed existence of three regions contributing to the infrared and optical line emission:

- Lines of the intermediate- and highly-charged ions arise in the post-shock rapidly cooling region (e.g., [Ne\text{V}], [Ar\text{V}], [Si\text{VI}], [Si\text{X}] lines).

- Singly-charged ions with ionization potential of the neutral species below $10 - 15$ eV radiate mostly from the post-shock photo-ionized region (e.g., [O\text{I}], [Si\text{II}], [Ar\text{II}]),
[Fe II] lines).

- Weakly- and intermediate-charged ion lines arise in the pre-shock photoionized region as well. It gives major contribution to the emission of lines of [Ne II], [O III], [S III], [Ar IV], etc.

From the observed line flux ratios it follows that the post-shock photoionized region has temperature $T_e \approx 1500$ K, electron and ions densities $n_e \approx 5 \times 10^5$ cm$^{-3}$ and $n_i \approx 1 \times 10^6$ cm$^{-3}$ and is approximately $1 \times 10^{10}$ cm thick, assuming that Si, Ar and Fe atoms are approximately 20%-50% ionized. This is about 10 times less than the thickness predicted in the Borkowski & Shull (1990) model.

From the detailed comparison of observed infrared line intensities with the theoretically expected values, we conclude that

- The theoretical models correctly describe the general structure of the FMKs;
- Accounting for the electron conductivity brings the BS-DC model much closer to the observed oxygen FIR line ratios to the [O III] 5007 Å line than the BS-F and SD-200 models;
- Accounting for the emission from the photoionized region before the shock front is essential to reproduce the FIR [O III] line ratio;
- The FIR [O I] line intensities in the Itoh (1981b) and Borkowski & Shull (1990) models are overestimated due to too low pre-shock atom number densities;
- The pre-shock atom number density is at least 100 cm$^{-3}$ and may be as high as 300 cm$^{-3}$;
- The post-shock photoionized region truncation, like suggested by Itoh (1986), may be needed to explain apparent thickness of the post-shock PIR being only 10% of the value predicted by the models, but effects of the dust may also be important in resolving this discrepancy.
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Conclusions

In consistence with the goals and tasks of the present work, several new methods for studies of the highly-charged astrophysical plasma were developed and tested for their feasibility for studies of various types of astrophysical objects.

- We have performed the first detailed quantitative studies of expected hyperfine structure line signals from several types of astrophysical objects, such as hot intracluster medium, hot interstellar medium, old supernova remnants and the warm-hot intergalactic medium.

  Results of our analysis extend and confirm the earlier theoretical findings and show that the $^{14}$N $\text{vii}$ HFS line is a feasible probe of several types of $T \approx 10^6 \text{ K}$ astrophysical plasmas, including the warm-hot intergalactic medium, with the existing radio telescopes. We also present quantitative results on other hyperfine structure line expected signal strengths from the astrophysical plasmas having temperatures from $10^5$ to $10^7 \text{ K}$.

- We have developed a new method to compute precise wavelengths and emissivities of the metal optical recombination lines by explicitly tracing the processes of radiative and dielectronic recombination, radiative cascade and collisional $l$-redistribution. This method is universal and readily applicable to any metal ion for $n > 4$.

  Results of our studies have shown for the first time that these lines are a feasible and rich source of information on the physical conditions in the enriched plasma of the fast-moving knots in the Cassiopeia A supernova remnant using modern ground-based telescopes in optical and near-infrared ranges.

- A detailed analysis of the archival infrared spectra of the Cassiopeia A has allowed us to considerably extend the knowledge of physical conditions in the shock-wave-induced structure formed in a metal-dominated cloud of supernova ejecta. Significant number of diagnostic lines ratios in infrared band resulted in new observational constraints essential for construction of future theoretical models of the fast-moving knots.
From our analysis we have concluded that while the existing theoretical models qualitatively correctly represent the structure of the FMKs induced by the shock passage, there are significant quantitative differences. We also provide the fine structure line intensities constraining the construction of the future theoretical models and deduce for the first time the observation-based properties of the post-shock photoionized region.

Concluding remarks

- Our work has demonstrated strong potential of several spectral line types that have not been widely used for the astrophysical plasma diagnostics. It may be therefore a good basis for future targeted observations resulting in much better understanding of the nature of the Cassiopeia A ejecta, the intergalactic space shocks and other objects.

- Increased computing capabilities made possible a detailed tracing of the atomic processes without assumption of the equilibrium population. This allowed us to obtain reliable predictions for the optical recombination line emissivities.

- Several more implementations seem to be promising, for example, the theoretical studies of the metal radio recombination lines from the Cas A ejecta and other astrophysical objects. The work in these directions is in progress.
Appendix A

Atomic physics for level population computations

A.1 Determination of the upper cutoff \( n_{\text{max}} \)

Traditionally, the highly-excited level populations are characterized by the so-called departure coefficients \( b_{nl} \), defined as the ratio of the actual level population \( N_{nl} \) to its thermodynamic equilibrium value \( N_{nl}^* \). With \( n \) increasing, at levels \( n > n_1 \) the collisional \( l \)-redistribution processes establish an equilibrium population over \( ls \), i.e., \( b_n = b_{nl} \). The value of \( n_1 \) depends on the ion, as well as on the electron temperature and number density.

For higher \( n \)s, rates of collisional transitions involving changing \( n \) start rapidly increasing and from some \( n > n_2 \) determine the highly-excited level populations. Thus the \( b_n \) curve, itself defined only at \( n > n_1 \), has two distinct ranges as a function of \( n \): below \( n = n_2 \) it is determined by recombination and radiative processes and above it rapidly tends to unity because of the processes relating different \( n \) level populations with each other and with the continuum: collisional \( n \)-redistribution, three-body recombination and collisional ionization. As an example, \( b_{n} \)s of Li-like ion \( \text{O}^{5+} \) at temperatures 1000 and 20 000 K and electron density 50 000 cm\(^{-3} \) are shown in Figure A.1 assuming \( b_n = b_{nl} \).

In this figure, we also show the departure coefficients, computed accounting only for radiative \( n \rightarrow n' \) transitions. Such an approximation results in population computation errors at levels higher than about \( n_2 \).

Let us now show that the electrons that recombined to levels \( n > n_2 \) are contributing relatively weakly to the total recombination and it is safe to introduce an upper cutoff \( n_{\text{max}} \), neglecting the population of higher levels. Two cases – \( b_{n_2} > 1 \) and \( b_{n_2} < 1 \) – are discussed separately here.

In the case of \( b_{n_2} > 1 \), not introducing such a cutoff and neglecting \( n \rightarrow n' \) collisions may result in a significant overestimation of the recombination rate – up to a factor of several. The easiest estimate of the cutoff position is the level where the total recombination rate into \( n < n_{\text{max}} \) computed without accounting for \( n \rightarrow n' \) transitions equals the true total recombination rate. It is easy to understand that in this case \( n_{\text{max}} \approx n_2 \), as illustrated in
Figure A.1: Departure coefficients $b_n$ of recombining $O^{5+}$ ions computed accounting for all processes (solid lines) and neglecting collisional $n$-redistribution, three-body recombination and collisional ionization (dashed lines) at electron temperatures $T_e = 1 \times 10^3$ K and $2 \times 10^4$ K and density $n_e = 5 \times 10^4$ cm$^{-3}$. At higher temperature dielectronic recombination dominates and significantly increases the level populations.

In the case of $b_{n_2} < 1$ the rates obtained neglecting collisional transitions between high levels will always underestimate the true recombination rates. However, for temperatures above about $10^3$ K taking the upper cutoff value approximately equal to $n_2$ does not result in an error of more than about 20% for the relevant ions, as illustrated in the upper panel of Figure A.2. Lower cutoff values will result in more significant underestimates of the total recombination rate and the line emissivities.

In the case of lower densities, when $n_2$ is very high, another natural limit $n_{\text{max}} \approx (100 - 200)$ arises from the general dependence of the DR rate on the principal quantum number, see, e.g., Sobelman et al. (1981).

A.2 Radiative recombination

There are two major recombination processes populating high-$n$ states in low-density plasmas: radiative and dielectronic recombination (RR and DR, respectively). In the radiative recombination process, a free electron directly recombines to a bound state ($nl$). A photon is simultaneously emitted, carrying away the released energy.
A.2 Radiative recombination

Figure A.2: Recombination rates $q$ of $\text{O}^5+$ for $n_e = 5 \times 10^4 \text{ cm}^{-3}$ and $T_e = 1 \times 10^3 \text{ K}$ (upper panel) and $2 \times 10^4 \text{ K}$ (lower panel). The meaning of solid and dashed lines is as in Figure A.1. The plot shows both rates for a given $n$ (magenta curves) and cumulative rates for all levels below $n$ (blue curves). The vertical line shows the upper cutoff $n_{\text{max}}$ used for this ion in our calculations.
The radiative recombination level-specific cross sections $\sigma_{\text{RR}}$ were computed from hydrogenic photoionization cross sections $\sigma_{\text{PI}}$ by applying the detailed balance relation:

$$\sigma_{\text{RR}}(E \to nl) = \frac{\alpha^2 Z^2}{2} \frac{2l + 1}{n^2} \frac{\nu^2}{\nu_n(\nu - \nu_n)} \sigma_{\text{PI}}(nl \to E),$$

where $E$ is the electron energy prior to recombination, $h\nu_n = \text{Ry} Z^2/n^2$ is the level binding energy, $h\nu = E + h\nu_n$ is the energy of the emitted photon, $Z$ is the recombining ion charge and $\alpha$ is the fine-structure constant. The photoionization cross sections $\sigma_{\text{PI}}$ were calculated by the computer program of Storey & Hummer (1991).

The level-specific radiative recombination rates $q_{\text{RR}}(nl; T_e)$ were then computed by numerical integration over the electron Maxwellian energy distribution for the temperature $T_e$ (here $\nu$ denotes the electron velocity).

Using expressions from e.g. Spitzer (1956), it may be shown that the electron-electron collision timescale $\tau_{\text{ee}}$ is always shorter than the cooling time $\tau_{\text{cool}}$ at temperatures below $10^5$ K where the line emission occurs, and electrons have enough time to reach the Maxwellian distribution. Roughly,

$$\tau_{\text{ee}} = 2.66 \text{ s} \frac{T_e^{3/2}}{n_{e,5} \ln \Lambda_C} \approx 0.16 \text{ s} \frac{T_e^{3/2}}{n_{e,5}},$$

where $T_e = 10^4 T_4$ K, $n_e = 10^5 n_{e,5}$ cm$^{-3}$ and $\Lambda_C \approx 3.92 \times 10^7 n_{e,5}^{-1/2} T_4^{3/2}$.

### A.3 Dielectronic recombination

The DR is a two-step process (for reviews see, e.g., Beigman et al. (1968); Shore (1969); Seaton & Storey (1976); Sobelman et al. (1981)), illustrated in the simplest case by the following diagram:

$$X^{Z+}(\gamma_0) + e \rightleftharpoons X^{(Z-1)+}(\gamma, nl) \to X^{(Z-1)+}(\gamma_0, nl) + \text{photon}.$$

The free electron $e$ is first resonantly captured by the ion $X^{Z+}$ ($Z$ denotes the ion charge) with simultaneous core electron excitation from the ground state $\gamma_0$ to the state $\gamma$ having excitation energy $E_c$. This process is called dielectronic capture. The resulting ion having two excited electrons is unstable with respect to autoionization – the inverse process of dielectronic capture.

The recombined ion then either autoionizes, or its excited core electron transits back to the ground state $\gamma_0$ and emits a resonant line photon, thus making the ion stable against autoionization.

Therefore the level-specific dielectronic recombination rate $q_{\text{DR}}(\gamma, nl; T_e)$ is a product of two factors: the dielectronic capture rate and the doubly-excited state stabilization probability. In the simple case described above it is expressed as

$$q_{\text{DR}}(\gamma, nl; T_e) = \left(\frac{2\pi k^2}{m k T_e}\right)^{3/2} \frac{g_\gamma (2l+1)}{g_0} \frac{A_c A_a(\gamma, nl; \gamma_0)}{A_c A_a(\gamma_0, nl; \gamma_0)} \exp \left(-\frac{E}{k T_e}\right),$$
where $\gamma$ and $\gamma_0$ are the recombining ion ground and excited states, $g_\gamma$ and $g_\gamma_0$ are their statistical weights, $A_a(\gamma, nl; \gamma_0)$ is the doubly-excited state $(\gamma, nl)$ autoionization rate with a core electron after the autoionization moving to the ground state $\gamma_0$, $A_c$ is the core state $\gamma$ decay rate to the ground state $\gamma_0$, and $E$ is the electron energy prior to the recombination, $E = E_c - \text{Ry} \frac{Z^2}{n^2}$.

We have determined the dielectronic recombination rates using two methods, which differ by the way they compute autoionization rates. In the first method, the autoionization rate is expressed in terms of the photoionization cross section using the dipole approximation for the inter-electronic interaction. A simple expression of this cross section and the autoionization rate in the $n \gg 1$ limit is then obtained using the quasi-classical (QC) approach (Bureyeva & Lisitsa, 2000).

It is known that the dipole approximation is not applicable for this purpose for $l \leq 3$ states (Beigman et al., 1981). However, this is not a serious limitation when the dielectronic capture occurs via excitation of the recombining ion core electron without a change of its principal quantum number ($\Delta n_c = 0$). Such transitions are the most important ones in our case, as relevant plasma temperatures are much lower than the $\Delta n_c > 0$ transition excitation energies.

The second method is based on the use of the program ATOM (Shevelko & Vainshtein, 1993). It computes autoionization rates by extrapolating below the threshold the electronic excitation cross section of the recombining ion core transition. This extrapolation method is based on the correspondence principle and is thus precise in the limit of $n \gg 1$. Both in the QC approximation and the ATOM approach, the autoionization rates decrease as $n^{-3}$.

Comparison plots of the DR rates of O$^{5+}$ forming O$^{4+}$ with recombined electrons populating all $n$-levels and $n = 20$ level $l$-states are given in Figure A.3. It is seen that in the quasiclassical approximation, electrons populate lower $l$s, but higher $n$s. As can be inferred from Eq. (A.3), this corresponds to a sharper $l$-dependence of the autoionization rates. A comparison of scaled quasiclassical and quantum autoionization rates $A_a(2p, nl; 2s) \times n^3$ of the doubly-excited oxygen ion O$^{4+}$ is shown in Figure A.4, indeed showing the inferred dependence.

It is clear from these data that the two models for the DR rates will result in significantly different line emissivities (see also Figure 3.1). For our final results we use the ATOM rates, where available, as theoretical arguments (Shevelko & Vainshtein, 1993) show that they are more precise than the quasiclassical ones.

For ions O$^{5+}$, O$^{4+}$, Si$^{4+}$, Si$^{3+}$, Si$^{2+}$, S$^{6+}$, S$^{5+}$ and S$^{4+}$ we used the ATOM rates. For other ions we implemented the quasiclassical expressions.

Comparison of the dielectronic recombination rates with other atomic process rates is shown in Figure A.5 for the case of the O$^{4+}$ ion with highly-excited electrons on levels $n = 50$ and 200. It is seen that dielectronic recombination populates lower $l$s, but is more efficient at high-$n$ levels. In the case of sufficiently high density the dielectronic recombination to low-$l$ states is followed by rapid redistribution into much higher $l$s resulting in enhancement of the recombination line intensities.
Figure A.3: Comparison of $l$-resolved (upper panel) and $l$-summed (lower panel) O$^{5+}$ ion dielectronic recombination rates computed by the two methods described in the text: the ATOM program and the quasiclassical (QC) approximation. The values are given for $T_e = 2 \times 10^4$ K, but the curves scale identically with temperature as long as $T_e \ll 10^6$ K, when $\Delta n_c > 0$ core excitations start playing a role. The $l$-resolved rates are given for $n = 20$. 
A.4 Highly-excited level energies

In hydrogen atom the energies of \((nl)\) levels are independent of \(l\) because of the shape of the Coulomb potential. In atoms with several electrons the changes in the potential energy curve introduce variations of the highly-excited level energies \(E(nl)\) with \(l\). This dependence is usually parametrized by the expression

\[
E(nl) = \text{Ry} \frac{z^2}{(n - \mu_{nl})^2},
\]

where \(\mu_{nl}\) denotes the quantum defect of the level \((nl)\) and \(z = Z + 1\) is the ion spectroscopic symbol. The quantum defects \(\mu_{nl}\) rapidly decrease with increasing \(l\) and tend to a constant with increasing \(n\) [Seaton, 1983].

Their values are important in this study for two reasons. Firstly, level energies \(E(nl)\) and \(E(n'l')\) determine transition energies \(E(nl) - E(n'l')\) and, therefore, spectral line wavelengths. Transitions having the same values of \(n\) and \(n'\) have similar wavelengths. Small wavelength differences are in this case determined by the energy differences within \(n\) and \(n'\) groups of states – by the quantum defects of the levels.

Secondly, the collisional transition rates \(C_{nl,n'l'}\) are dependent on the energy level splitting \(|E(nl) - E(n'l')|\), growing as this splitting decreases. Therefore the quantum defects
Figure A.5: Elementary process rates for the O$^{5+}$ ion recombining to form O$^{4+}$ with highly-excited electrons having $n = 50$ (upper panel) and $n = 200$ (lower panel) at electron temperature $T_e = 2 \times 10^4$ K. Collisional rates (total for transitions to all $l'$) are shown for electron density $n_e = 5 \times 10^4$ cm$^{-3}$ and are negligibly low for the $n = 50$ case.
in this case determine rates of l-redistribution and recombination line flux dependence on electron density in plasma.

In the case of \( l \leq 2 \) the quantum defects for most ions are known and have been taken for our study from Ralchenko et al. (2007). In the next section we describe our method of computation of level energy shift from hydrogenic values \( E_H(nl) = \frac{\text{Ry}}{n^2}z^2 \) for \( l > 2 \) that can be expressed via quantum defects as

\[
\Delta E(nl) \equiv E(nl) - E_H(nl) \approx 2\text{Ry} \frac{z^2}{n^3} \mu_l,
\]

where we have assumed that \( \mu_{nl} = \mu_l \), i.e. that the quantum defect does not depend on \( n \) and that it is small: \( \mu_l \ll 1 \).

The latter assumption is valid in our case of \( l \gg 1 \), when the \((nl)\) states are “non-penetrating”, i.e., those in which the highly-excited electron wave function significantly differs from zero only outside the atomic core region. This property also allows us to use hydrogenic expressions for the description of such highly-excited states.

### A.5 Computation of the level shifts for high-\( l \) states

Following the approach of Watson et al. (1980) and Dickinson (1981), we account for the non-penetrating \((nl)\) state level shifts arising due to two effects: core polarizability and electrostatic quadrupole interaction with the core.

The energy shift induced by the core polarizability is proportional to the highly-excited electron radial integral \( \langle r^{-4} \rangle \) and, expressing it with the hydrogenic formula, gives (Seaton, 1983)

\[
\Delta E_p(nl) = \frac{\alpha_c z^4}{a_0^3 n^3 l(l+1)(2l-1)(2l+1)(2l+3)} \text{Ry}. \tag{A.4}
\]

Here \( a_0 \) is the Bohr radius and \( \alpha_c \) is the core polarizability, taken for relevant ions from the handbook of Fraga et al. (1976) and the review by Lundeen (2005) and given for reference in Table A.1.

The electrostatic quadrupole interaction is absent for core states having total electronic angular momentum \( J_c < 1 \) or total orbital momentum \( L_c < 1 \). If \( J_c \geq 1 \), the highly-excited electron interacts with it, splitting the \((nl)\) level into \( 2J_c + 1 \) components numbered by the quantum number \( K \), where \( K = J_c + l \). Normally, if the \( K \)-splitting is present, it is larger than the level shift due to core polarizability (Lundeen, 2005).

The quadrupole shift in this case is given by the expression (Chang, 1984):

\[
\Delta E_q(nl, K) = (-1)^{l+L_c+S_c+K}(2J_c+1) \left\{ \begin{array}{ccc}
J_c & J_c & 2 \\
L_c & L_c & S_c
end{array} \right\} \times \left\{ \begin{array}{ccc}
J_c & J_c & 2 \\
l & l & K
end{array} \right\} \langle l||C^{(2)}||l \rangle \langle L_c||C^{(2)}||L_c \rangle \langle r_{nl}^2 \rangle \langle r_{nl}^{-3} \rangle 2\text{Ry}, \tag{A.5}
\]

\(^1\)URL: http://physics.nist.gov/asd3
### Table A.1: Atomic parameters used for computations of the line substructure.

<table>
<thead>
<tr>
<th>Ion</th>
<th>( \langle r_c^2 \rangle )</th>
<th>( \alpha_c )</th>
<th>Ion</th>
<th>( \langle r_c^2 \rangle )</th>
<th>( \alpha_c )</th>
<th>Ion</th>
<th>( \langle r_c^2 \rangle )</th>
<th>( \alpha_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>O( \text{II} )</td>
<td>1.20</td>
<td>1.35</td>
<td>Si( \text{II} )</td>
<td>4.33</td>
<td>11.7</td>
<td>S( \text{II} )</td>
<td>3.72</td>
<td>7.36</td>
</tr>
<tr>
<td>O( \text{III} )</td>
<td>0.97</td>
<td>0.94</td>
<td>Si( \text{III} )</td>
<td>3.79</td>
<td>7.42</td>
<td>S( \text{III} )</td>
<td>3.22</td>
<td>4.79</td>
</tr>
<tr>
<td>O( \text{IV} )</td>
<td>0.99</td>
<td>0.74</td>
<td>Si( \text{IV} )</td>
<td>0.20</td>
<td></td>
<td>S( \text{IV} )</td>
<td>2.44</td>
<td>3.24</td>
</tr>
<tr>
<td>O( \text{V} )</td>
<td>0.89</td>
<td>0.27</td>
<td>S( \text{V} )</td>
<td></td>
<td>2.24</td>
<td>S( \text{VI} )</td>
<td>0.07</td>
<td></td>
</tr>
</tbody>
</table>

**Note.** Values are given in atomic units \( (a_0^2 \) for \( \langle r_c^2 \rangle \) and \( a_0^3 \) for \( \alpha_c \)). Column “ion” contains the ion spectroscopic symbol.

where \( S_c \) is the total core spin momentum, \( \{ : : : \} \) denotes a 6\( j \)-symbol, \( \langle r_c^2 \rangle \) and \( \langle r_{nl}^{-3} \rangle \) are radial integrals in atomic units for core and highly-excited electrons, respectively, and \((l||C^{(2)}||l)\) are reduced matrix elements, given explicitly, e.g., by Sobelman (1979):

\[
(l||C^{(2)}||l) = -\sqrt{\frac{l(l+1)(2l+1)}{(2l+3)(2l-1)}}.
\]

The highly-excited electron radial integral can be determined using hydrogenic expression from, e.g., Bethe & Salpeter (1957). Core radial integrals \( \langle r_c^2 \rangle \) were computed for all relevant ions using radial wave functions produced by the Flexible Atomic Code (FAC, Gu (2003)). Where literature data for the \( \langle r_c^2 \rangle \) were available (Sen, 1979), the differences between them and the FAC values did not exceed about 10-15%. The values of \( \langle r_c^2 \rangle \) used in our calculations are given in Table A.1.

Expression (A.5) may be approximated in the case of P core states \( (L_c = 1) \) and \( l \gg 1 \) by

\[
\Delta E_{q,\text{max}}(nl) \approx 0.2 \langle r_c^2 \rangle \langle r_{nl}^{-3} \rangle \text{ Ry}
= 0.2 \frac{z^3 \langle r_c^2 \rangle}{n^3(l+1)(l+1/2)} \text{ Ry},
\]

(A.6)

where in this case \( \Delta E_{q,\text{max}}(nl) \) gives the maximum shift of all the \( K \)-components. Components with both \( \Delta E_{q,\text{max}}(nl) \) and \( -\Delta E_{q,\text{max}}(nl) \) shifts are sometimes present.

Taking into account these effects, the total \( (nl) \) state shift to estimate the collisional \( l \)-redistribution rates was taken to be the maximum possible, i.e.,

\[
\Delta E(nl) = \Delta E_{q,\text{max}}(nl) + |\Delta E_p(nl)|.
\]

As larger shifts correspond to smaller collisional cross sections, our approach may somewhat underestimate the \( l \)-redistribution rates.

We estimate that the resulting uncertainties of level splittings, in the case of the \( K \)-splitting present, correspond to the uncertainties in the electron density determination from the line ratios (see Section 3.5.2), being within a factor of about two.
A.6 Computation of the line substructure

As the ions of different elements have different values of $\alpha_c$ and $\langle r_c^2 \rangle$, the recombination line exact wavelengths will depend not only on the ion charge and the principal quantum numbers of the transition, but also on the element and the quantum numbers $l$, $l'$, $K$ and $K'$.

From the above expressions determining energy level shifts it is possible to calculate the positions of all $nl \rightarrow n'l'$ line components $nlK \rightarrow n'l'K'$. Their relative fluxes are determined by the so-called line strengths $S$ according to the expression (Chang, 1984)

$$S(nlK, n'l'K') \propto (2K' + 1)(2K + 1) \left\{ \frac{K'}{l} \frac{K}{l'} \frac{1}{J_c} \right\}^2,$$

if we assume that populations of the $(nlK)$-states are proportional to their statistical weights, i.e. $(2K + 1)$.

It was shown by Chang (1984) that electrons in the $l = 3$ levels in Si I still partially penetrate the core. Therefore also in our case the Si and S line substructure is described adequately only for $l > 3$. We give results also for $l = 3$, but the precision of line position predictions in this case is expected to be rather limited.

In the post-shock plasma of the fast moving knots, the density is high enough to establish a significant population of lowest excited fine-structure sublevels (Smeding & Pottasch, 1979) that have typical excitation energies corresponding to temperatures of several hundred Kelvin.

In some cases such excited state populations strongly change the line substructure. For example, in the O$^{3+}$ ion, the ground state $^2P_{1/2}$ has $J_c = 1/2$ and a quadrupole interaction with it is absent. However, the lowest excited state $^2P_{3/2}$ of this ion has $J_c = 3/2$. If the core electron is in the excited state prior to recombination, or arriving there after the DR process, the highly-excited levels will possess $K$-splitting and the resulting recombination lines will have a much richer substructure.

In our analysis we assume populations of the $J_c$ sublevels proportional to their statistical weights.

A.7 Line emission without recombination

We also account for the following process, mostly not resulting in a recombination, but contributing, sometimes noticeably, to the spectral line emissivities:

$$X^{Z+}(\gamma_0) + e \rightarrow X^{(Z-1)+}(\gamma, nl) \rightarrow X^{(Z-1)+}(\gamma, n'l') + \text{photon} \rightarrow X^{Z+}(\gamma_0) + e' + \text{photon},$$

i.e., highly-excited electron transitions instead of core transitions, followed by the captured electron autoionization. This process may be quite efficient for increasing $\Delta n = 1$ transition
emissivities, as the radiative transition rates for the captured electron may be significantly higher than that of the core electron, if the core transition rate is low.

This is the case for $\Delta n_c = 0$ transitions, mostly contributing to the DR at relatively low temperatures. The rate of the described process ("dielectronic capture with line emission", DCL) forming a line from the transition $(nl) \rightarrow (n'l')$ may be easily expressed via the rate of the dielectronic recombination as

$$q_{\text{DCL}}(\gamma, nl, n'l'; T_e) = q_{\text{DR}}(\gamma, nl; T_e) \frac{A_{nl,n'l'}}{A_c}.$$  \hfill (A.9)

As the autoionization rates are much higher than the radiative transition rates within the ion, the probability of DCL is low and after the first captured electron transition it autoionizes, if it is energetically allowed.

To produce a noticeable effect, highly-excited electron transition rates should be at least comparable to the core transition rates, as DCL does not produce cascades. Therefore, only transitions between lower $ns$ contribute significantly to the additional emission in lines. In the case of O$^{5+}$, the described process increases the DR contribution to the recombination line emissivity by roughly 5% for the $8\alpha$ and $7\alpha$ lines. From Eq. (A.9) it is clear that this fraction does not depend on temperature.

A.8 Estimates of the resulting uncertainties

Given the number of approximations made to achieve the final results – the metal recombination line emissivities and wavelengths – it might be useful to state explicitly the resulting uncertainties of these quantities.

The least reliable components for the calculation of the recombination line emissivities are dielectronic recombination rates and the upper cutoff position.

For the ions where the ATOM results are available, the low-density emissivity and flux uncertainties are expected to be about 10%. For the ions where the calculations are made using the quasiclassical expressions, the precision is lower and uncertainties may constitute up to 50%.

The choice of the upper cutoff $n_{\text{max}}$ position results in an additional emissivity uncertainty of less than 10% for the DR-dominated recombinations and an emissivity underestimate of less than 20% for the RR-dominated case.

The density dependences of the line emissivities are not strong and should be reliably modeled with any additional uncertainties being below 5–10%.

The absolute oxygen line fluxes are much less confidently predicted, as their values are based on the theoretical FMK model that shows differences when compared to the observed optical-to-infrared collisional line ratios up to a factor of several (Docenko & Sunyaev, to be submitted).

The line fine structure uncertainties come from the limited precision of the input atomic data (polarizabilities and radial integrals). It is estimated to be not worse than 10–20%, thus the line fine structure should be reliable.
The recombination line fine structure component relative intensities are the least reliably predicted as they depend on the recombining ion ground state populations. The results given above assume equilibrium populations; this may not be true at low densities or temperatures. Therefore the observed line structure may be significantly different from expected. However, the observed line structure will allow us to place additional constraints on the electron density and temperature from the fine structure component intensities.
Appendix B

*Spitzer* data cube PSF size estimate

As described by Smith et al. (2007), the mathematical transformations performed by the CUBISM software change the point spread function (PSF) of the final data cube as compared to the initial PSF of the *Spitzer* IRS. This effect should be more pronounced on images having only few pixels per PSF width, such as constructed from the *Spitzer* IRS data cubes in the second order of each spectrograph module.

To determine the PSF changes induced by the data cube reconstruction, we have fit a two-dimensional Gaussian function to the shape of a point-like source 2MASS 23233176+5853204 situated in the map of the SL2 module. Such fit showed that (here $x$ is coordinate along the individual slits and $y$ – across them):

- The source $x$ centroid oscillates with wavelength with amplitude of about 0.3 pixels. The $y$ centroid stays constant to within 0.05 pixels.

- The PSFs both in $x$ and $y$ directions are larger than the *Spitzer* IRS true PSF, computed, e.g., by the stinytim software. The full width at half maximum (FWHM) in $x$ and $y$ directions on the spectral maps are larger than the IRS true PSF by 0.55 pixels and 0.9 pixels.

The presence of these features follows from the CUBISM algorithm description in Smith et al. (2007) paper. Although the values of the increase of PSF dimensions may seem insignificant at first, they are often comparable with the extent of the IRS true PSF (e.g., at 26 µm the initial FWHM of the PSF is equal to 1.2 LL1 module pixel).

Not accounting for the described increase in the PSF size due to processing by the CUBISM software in our case would result in the *Spitzer* maps being seemingly more diffuse than e.g. optical maps smoothed to the IRS angular resolution.

Although we have measured these effects only in SL2 module, we assume that the same PSF broadening *in pixels* is occurring in other modules as well. This conclusion is qualitatively confirmed by visual comparison of optical maps smoothed to corresponding resolution with the data cube spectral line maps.
B. Spitzer data cube PSF size estimate
Appendix C

Derivation of the equation (4.4)

In the approximation of two homogeneous emitting regions 1 and 2 the observed line $a$ and $b$ flux ratio $R \equiv I_a/I_b$ may be expressed as

$$ R \equiv \frac{I_a}{I_b} = \frac{I_{a,1} + I_{a,2}}{I_{b,1} + I_{b,2}} = \frac{I_{a,1}}{I_{b,1}} \frac{I_{b,1}}{I_{b,1} + I_{b,2}} + \frac{I_{a,2}}{I_{b,2}} \left( 1 - \frac{I_{b,1}}{I_{b,1} + I_{b,2}} \right) $$

Denoting the line flux ratios arising in regions 1 and 2 as $R_1 \equiv I_{a,1}/I_{b,1}$ and $R_2 \equiv I_{a,2}/I_{b,2}$, and introducing the fraction of the total line $b$ emission arising in the region 1 as

$$ f_{b,1} \equiv \frac{I_{b,1}}{I_{b,1} + I_{b,2}}, $$

we obtain that

$$ R = R_1 f_{b,1} + R_2 (1 - f_{b,1}). $$

Expressing $f_{b,1}$ from this linear relation, we finally derive Equation (4.4):

$$ f_{b,1} = \frac{R_2 - R}{R_2 - R_1}. $$
C. Derivation of the equation (4.4)
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